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Abstract: It is manifested to all that sample size varies from unit to unit. It goes without saying that large units contain more 

apropos information than the smaller units. So if the unit size is larger then there is a greater possibility to choose sample from 

the large unit than smaller one. It actually means the probability of selecting a unit is positively proportional to its sizes. The 

selection of unit is done corresponding to choose a number at random from the totality of numbers associated. My main aim is 

to prefer a method of selecting units on the basis of its size. 
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1. Introduction 

In simple random sampling the chance of each selecting 

units are equal. But often units may vary in sizes. If simple 

random sampling is being used in this case the expected 

result or desired information may not get. Under this 

circumstance, such subordinate information can be utilized in 

selecting the sample so as to more precise estimators of the 

population parameters. The probabilities of selecting samples 

to different units depend on their sizes. The probability of 

selection may be assigned to the proportional of the sizes are 

known to us probability proportion to sampling size (PPS). 

Let consider y is the variable under study. We are 

considering Y is the shopping malls in a town and X is an 

auxiliary variables or number of workers who works in these 

factories. The most commonly used varying probability 

scheme. The shopping malls are selected with proportional to 

their number of workers. This term is known to us 

Probability proportion to sampling (PPS). 

2. PPS Sampling Procedure with 

Replacement 

We are discussing here the two methods to draw sample 

PPS with replacement. 

 

2.1. The Cumulative Total Method 

Let the size of the unit be Xi (i=1, 2, 3 …N). The total 

being X=∑ ���
� . We associate the numbers 1 to X1 with the 

first unit. Then we associate the numbers (X1+1) to (X1+X2) 

with second unit, the numbers (X1+X2+1) to (X1+X2+X3) 

with third unit and so on. A number K is being chosen at 

random from 1 to X. Now we observe the unit with which 

this random number is concomitant is selected. Clearly the 

ith units are being selected with probability proportional to 

Xi. It is clearly can be stated that if a sample of size n is 

required, the procedure is repeated n times with replacement 

of the units selected. 

2.2. Cumulative Total Method on the Basis of Practical 

Example 

Table 1. The data set of the workers in the shopping mall and their output. 

Shopping 

mall no 

Number of 

workers sizes 

Sell 

commodities 

Cumulative 

totals 

1 2 30 C1=2 

2 5 60 C2=2+5=7 

3 11 12 C3=7+11=18 

4 13 6 C4=18+13=31 

5 7 8 C5=31+7=38 

6 3 13 C6=38+3=41 

7 9 4 C7=41+9=50 

8 16 17 C8=50+16=66 

9 6 13 C9=66+6=72 

10 4 8 C10=72+4=76 
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We will describe the cumulative total method on the basis 

of example. We consider a district Kushtia that contains 10 

shopping malls and where following number of workers 

work 2, 5, 11, 13,7,3,9,16,6 and 4. We select a sample of four 

shopping malls with replacement method for knowing the life 

pattern of workers. 

The first step of selecting factories is to form cumulative 

totals. So we will determine the cumulative totals in order to 

compare with selected random numbers. 

2.3. Selection of Sample Using Cumulative Total Method 

It is necessary to bear in mind that that To select 4 

shopping malls, we have to choose such random numbers 

from 1 to 76 that don’t exceed 76. 

First draw: 

Suppose we select a random number k=23. It can be seen 

from the cumulative total that this selected random number 

associated with C4. So unit Y is selected and Y4=6.  

Second Draw: 

Now further we select a random number k=38. It can be 

easily seen from above table that it associated with C5. So 

clearly the shopping mall Y5=8 is being selected 

corresponding to the random number 38.  

Third and fourth Draw: 

Similarly, we select two more random numbers from 

random table. Suppose these numbers are 15 and 45. Then 

the selected shopping malls are c3=12 and c6=13 

corresponding to its random numbers. Now we could make 

analysis or our desire work on these selected 4 shopping 

malls. 

So at length we may deduce from here that the probability 

of selecting unit in this procedure is proportional to its size. 

Drawback: 

The major draw backs of cumulative total is finding 

successive cumulative total must be found. This is time 

consuming process and wearisome. 

This problem could be solved by the help of Lahiri’s 

method. 

3. Lahiri’s Method 

Let M=max Xi i.e. maximum of the sizes of N units in the 

population or some convenient number greater than M. We 

can write the following steps in a nutshell in order to select 

our desire samples:  

Select a pair of random number (i, j) such that 1≤i≤N and 

1≤j≤M 

If j ≤ Xi then ith unit is selected otherwise rejected and 

another pair of random number is chosen. 

To get a sample of size n, this procedure is repeated till n 

units are selected. 

3.1. Lahiri’s Method on the Basis of Practical Example 

We’ll describe the Lahiri’s method on the basis of practical 

instance. This is an alternative procedure in which 

cumulation is avoided wholly. We consider the previous 

example of shopping malls of Kushtia district. We select a 

sample of four shopping malls by Lahiri’s method of PPS. 

Table 2. The data set of the workers in the shopping mall and their output 

without cumulative total. 

Shopping 

mall no 

Number of 

workers 

Sell 

commodities 

Cumulative total are 

avoided. 

1 2 30  

2 5 60  

3 11 12  

4 13 6  

5 7 8  

6 3 13  

7 9 4  

8 16 17  

9 6 13  

10 4 8  

3.2. Selection of Sample Using Lahiri’s Method 

The given number of shopping malls N=10, First of all we 

select the random number between 1-N. It means we have to 

choose such random numbers those are less than 10. Suppose 

3 is selected. It is noting down that unit with corresponding 

serial number provisionally selected. We select another 

random number between 1 to M where M= Max Xi=16. 

Suppose our second random number 7 is selected. Now, if the 

second random number that we have selected smaller than 

the size of unit provisionally selected. Then the unit is 

selected into the sample. If not then entire procedure will be 

repeated until is finally selected. We are considering these 

selected random numbers into table. 

Table 3. The table of selected and rejected shopping mall. 

1st random 

numbers 

1≤i≤10  

2nd random 

numbers 

1≤j≤16 

Observation 
Selection Shopping 

malls 

3  7  j=7<X3=11 
3rd number shopping 

malls selected 

6  13  J=13>X6=3 rejected 

4  5  j=5<X4=13 
4rth number shopping 

mall selected. 

2  3  J=3<X2=5 2nd number selected 

9  7  J=7>X9=6 Rejected 

7  8  J=8<X7=9 
7th number shopping 

mall selected 

The pairs (3,7),(4,5),(2,3),(7,8) are selected. Hence the 

samples will consist of the shopping malls with serial number 

3, 4, 2 and 7 

The sum and substance of this method is that we will 

repeat the procedure until our desire samples are selected. 

The basic difference between simple random sampling and 

varying probability scheme: 

In simple random sampling the probability of selecting 

unit at any drawn is the same. But in varying probability 

scheme the probability of selecting any unit differ from unit 

to unit. It appears in PPS sampling that such procedure would 

give biased estimators as the larger units are over-represented 

and the smaller units are under-represented in the sample. 

This will happen in case of sample mean as an estimator of 
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population mean. 

4. The Cumulative Total Method for 

without Replacement 

For selecting a sample of size n without replacement, the 

first unit is selected by the above cumulative total method 

and then it is deleted from the population and for the 

reminder population new cumulative totals are calculated and 

again the same procedure is used to select a second unit. The 

procedure is continued until a sample of n units is obtained. 

The procedure is illustrated in table. We consider the first 

example for explaining the cumulative total method for 

without replacement. We will describe the cumulative total 

method on the basis of example. We consider a district 

Kushtia that contains 10 shopping malls and where following 

number of workers work 2, 5, 11, 13,7,3,9,16,6 and 4. We 

select a sample of 2 factories without replacement method for 

knowing their life pattern. 

The first step of selecting factories is to form cumulative 

totals. So we will determine the cumulative totals in order to 

compare with selected random numbers. 

Table 4. The data set of 10 numbers of workers in the shopping mall and 

their output. 

Shopping 

mall no 

Number of 

workers sizes 

Sell 

commodities 

Cumulative totals 

1 2 30 C1=2 

2 5 60 C2=2+5=7 

3 11 12 C3=7+11=18 

4 13 6 C4=18+13=31 

5 7 8 C5=31+7=38 

6 3 13 C6=38+3=41 

7 9 4 C7=41+9=50 

8 16 17 C8=50+16=66 

9 6 13 C9=66+6=72 

10 4 8 C10=72+4=76 

Suppose we wish to draw a pps sample of 3 factories 

without replacement for the selection of the first unit. We 

choose such random numbers that don’t exceed 76. We select 

a random number k=37. We could see from the table it lies in 

6
th

 no unit. So it will be selected. Now we remove this unit 

and rearrange the shopping mall and calculate the cumulative 

total. 

Table 5. The rearrangement of shopping mall and their output. 

Shopping mall 

no 

Number of 

workers sizes 

Sell 

commodities 

Cumulative 

totals 

1 2 30 2 

2 5 60 7 

3 11 12 18 

4 13 6 31 

5 7 8 38 

7 9 4 47 

8 16 17 62 

9 6 13 68 

10 4 8 72 

Now for the second draw we select another unit that 

doesn’t exceed 72. So we select a random number, suppose it 

is 65 and lies in 9
th

 unit. So 9
th

 unit will be selected then 

again we remove this selected unit and rearrange the unit and 

calculate the cumulative total. 

Tbale 6. The rearrangement of shopping mall and their output for the new 

unit. 

Shopping mall 

no 

Number of 

workers sizes 

Sell commodities Cumulative 

totals 

1 2 30 2 

2 5 60 7 

3 11 12 18 

4 13 6 31 

5 7 8 38 

7 9 4 47 

8 16 17 62 

10 4 8 66 

Thus the PPS sample of 2 shopping malls without 

replacement consists of shopping mall with serial numbers 6 

and 9. 

The drawback: 

The main disadvantage of cumulative total method is that 

it involves writing down of the cumulative total Ti which is 

tedious and time consuming. 

The procedure of selection of a pps sample by using 

Lahiri’s method: 

For selection of PPS of n units without replacement the 

units selected in the earlier draws are removed from the 

population. From the remaining units another PPS sample of 

size one is taken as before and the selected unit removed 

from the population. This procedure is repeated until n 

selections are made. In this case Lahiris’s method is being 

used. 

5. The Practical Example of Choosing 

Samples by Using Lahiri’s Method 

We consider previous example of shopping mall. Suppose 

we wish to select 2 shopping malls with probability 

proportional to the number of workers in the shopping malls 

without replacement. 

We will select a pair of random numbers (i, j), (i≤10, j≤16). 

Where i are the number of units (shopping malls) and j are 

the sizes(number of works in different shopping malls). Now 

using the random number table we get the pair (3, 10). Since 

the number of workers Xi for shopping mall 3 is greater than 

the second number 10 of the selected random pair. So the 3rd 

shopping mall is selected in the sample. For selecting the 

second unit by probability proportional to the number of 

workers in the shopping malls, we prepare the following 

arrangement once again after deleting the 3rd shopping mall 

(unit). 

As in pair (3, 10), a pair of random numbers (i, j), (i≤9, 

j≤16) has to be selected, using the random number table , 

referring to the table of random numbers, the pair selected is 

(4,6). As the size of the 4 unit in the above arrangement is 
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greater than the second number of pair random number, so 

the shopping mall 4 will be selected into the sample. 

Table 7. The rearrangement of shopping mall and their output for Lahiri’s 

method. 

Shopping mall 

no 

Number of 

workers 

Sell 

commodities 

Cumulative total 

are avoided. 

1 2 30  

2 5 60  

3 13 6  

4 7 8  

5 3 13  

6 9 4  

7 16 17  

8 6 13  

9 4 8  

6. Conclusion 

It is known to us that Hansen and Hurwitz first introduced 

the use of probability proportional to size (PPS) sampling; it 

goes without saying that a number of procedures for selecting 

samples without replacement have been developed by the 

help of statisticians. Survey statisticians have found 

probability proportional to size (PPS) sampling scheme more 

useful for selecting units from the population as well as 

estimating parameters of interest especially when it is clear 

that the survey is large in size and involves multiple 

characteristics. So finally we could say that the selection of 

samples are being done on the basis of its unit sizes. 
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