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Abstract: Extreme rainfall events have been great interest in statistical downscaling. This paper concerns with developing 

model of statistical downscaling using quantile regression to estimate extreme monthly rainfall. Statistical downscaling 

relates functionally local scale response variable and global scale predictor variables. The response variable is monthly 

rainfall from 1979 to 2008 at station Bangkir Indonesia and the predictor variables are monthly precipitation of 64 grid of 

Global Circulation Model output in the same period. Principal Component Analysis is used to reduce dimension of predictors. 

A number of components for developing quantile regression model are determined based on Quantile Verification Skill Score. 

The results show that at 95th quantile the pattern of forecasted rainfall in January to December 2008 is similar to actual 

rainfall with correlation 0.98 and the forecasted rainfall (843 mm) in February 2008 is considered as the extreme rainfall 

which confirms well to the highest actual rainfall (727 mm) with probability 0.99. 

Keywords: Collinear, Extreme, Principal Component Analysis, Statistical Downscaling, Quantile Regression,  
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1. Introduction 

Extremely high rainfall events frequently result in bad 

impact to the environment and human life especially for 

agricultural production. Extreme or heavy daily rainfall one 

or two consecutive days usually trigger flood. In agriculture 

this event will be the risk factor in production process so the 

extreme event potentially threatens food security and 

environment damage. Therefore, the identification and 

quantification of extreme events of certain magnitudes and 

its probabilities are primary importance due to their severe 

consequences for human society and ecological system.  

Frequency and intensity of extreme rainfall changes have 

occurred at monsoon area in Asia and other tropical areas. 

Rainfall intensity globally has projected to increase 

especially in tropical areas and areas with high altitude. 

Extreme rainfall increases more than its average in many 

tropical areas [1]. Information about the possibility of 

extreme rainfall is necessary to accommodate bad risk of the 

extremes. Accurate information will be important and useful 

to decrease the impact of extreme rainfall. It is more 

strategic to overcome or decrease losses due to extreme 

events. 

This information is related to developing statistical model. 

Statistical downscaling is a technique using the model to 

forecast monthly rainfall [2]. This technique develops 

functional relationship between GCM (Global Circulation 

Model) output as global scale data and local or ground data 

as small scale data. The purpose of the model is to get 

information from GCM output to forecast future local value. 

However, this model does not accommodate extreme events 

and is sensitive to outlier data. Quantile regression can 

overcome this drawback.  

Compared to peak over threshold or block maxima 

method in extreme value theory to estimate an extreme value, 

quantile regression is the simpler method. The quantile 

regression model can explore and identify an outlier 

including extreme value based on a quantile [3] and also is 

insensitive to outliers. Quantile regression model has been 

more efficient than multiple linear regression model to 

predict both high and low extreme values [4] and has been 

used to estimate daily rainfall based on NWP (Numerical 

Weather Prediction) model output [5]. Censored quantile 

regression has been used in statistical downscaling to 

explore extreme daily rainfall [6].  

Statistical downscaling usually uses principal component 

regression based on principal component analysis (PCA) to 

overcome the problem of multi collinear in the predictor 
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variables. This paper discusses the use of quantile regression 

with PCA in statistical downscaling to forecast extreme 

monthly rainfall. The probability of this extreme is estimated 

using logistic regression. 

2. Data and Methods 

2.1. Data 

The study uses monthly rainfall data from Bangkir station 

in Indramayu, West Java, Indonesia and monthly 

precipitation of GCM output. Both data covers the period of 

30 years (from 1979 to 2008). The monthly rainfall data 

were from Meteorological, Climatological, and Geophysical 

Agency (BMKG) of Indonesia, whereas the GCM output of 

domain 8×8 grids was downloaded from CMAP (Climate 

Prediction Center Merged Analysis of Precipitation), 

Boulder Colorado, USA (http://www.esrl.noaa.gov.psd). 

The grid size is 2.5
o
×2.5

o
. The GCM domain is over the 

Bangkir station. Data from 1979 to 2007 are used to develop 

calibration model and data of 2008 are used to validate the 

model. 

2.2. Methods 

Statistical downscaling model is based on multiple 

regression model which shows functional relationship 

between monthly rainfall and monthly precipitation of GCM 

output. The monthly rainfall data from 1979 to 2007 are as 

the response variable (yt×1). The monthly precipitation from 

1979 to 2007 of GCM output at every grid is as a predictor 

so the overall are 64 predictors (Xt×p) for (8×8) grids.  

Multiple regression model needs among predictors 

uncorrelated or not multi collinear. In statistical downscaling 

the predictors are usually high correlated or multi collinear, 

such as the monthly precipitation of GCM output at 64 grids. 

This is a problem in developing statistical downscaling 

model. Principal component analysis (PCA) is one method 

to overcome the problem. 

Principal component analysis converts predictors into 

orthogonal components and each component is a linear 

combination of predictors. The components are not 

correlated and can be used as new predictors in regression 

model. However, only few components are used as new 

predictors. The method is also called dimension reduction 

method. 

Multiple regression estimates a response mean but the 

mean is usually not to predict an extreme value. A response 

quantile is more appropriate to predict an extreme value than 

the mean. The quantile can be estimated by quantile 

regression model.  

Quantile regression, introduced by Koenker & Bassett in 

1978, can be used to analysis any part of distribution based 

on a value of quantile [8]. This method is robust to outliers 

and does not need a normal distribution assumption. The 

effect of predictor to the response can be measured not only 

in the center but also in the tails of distribution. Thus, the 

quantile regression can be used especially to predict an 

extreme value usually in the tails of distribution [3]. 

Quantile regression are used to estimate an extreme rainfall 

[6;9] and to analyze wind speed of tropical cyclone [10]. 

Quantile regression is based on the following multiple 

regression model: 

y = Z�β + ε		                   (1) 

with y = (y
, y�, … , y�)�  is response of size (t × 1) , 

Z = (z
, z
, … , z�)�  is predictors of size (t × k) , β =
(β
, β�, … , β�)�   is parameters of size (k × 1) , and 

ε = (ε
, ε�, … , ε�)�  is errors of size (t × 1) . In quantile 

regression, the parameters are estimated for a quantile 

τ ∈ (0,1) by minimizing the following function (Eq.(2)): 

min�∈�� �∑ !|#$ − &$�'|(
$∈)$;+,-.,/01 +∑ (1 − !)|#$ − &$�'|(

$∈)$;+,2.,/01 3	 (2) 

or 

min�∈� ∑ 45(#$ − &$�')($6
 	           (3) 

with 45(7) is called as a risk function defined as 

45(7) = 78! − 9(7 < 0);	, 0 < ! < 1	      (4) 

and 9(∙) is an indicator function. 

In this study, quantile regression model is applied to 

estimate the value of quantiles using new orthogonal 

predictors resulted from PCA. The probability of each 

quantile representing an extreme value is computed based on 

logistic regression model.  

First, PCA is used to overcome the multi collinear 

problem and to reduce the dimension of predictors into k 

orthogonal components (k<p) with the first largest 

proportion of variance. These components are the new 

variables (Zt×k) in quantile regression modeling.  

The next step, quantile regression model is applied using 

variety numbers of components. One of the models is 

selected according to the value of QVSS (Quantile 

Verification Skill Score) [6]. The model with the largest 

QVSS is the best model used to predict the extreme value. 

QVSS in Eq.(5) is computed to assess the model [6,7]: 

=>?? = 1 − ∑ @AB,CD |+,EFGAHI,|
∑ @A|B,CD +,EJA(K)|	             (5) 

and 

45(7) = L !7 ; 7 ≥ 0
(! − 1)7 ; 7 < 0N	            (6) 

where =5(#) is the quantile ! of y and 'O5P&$ is the estimate 

of quantile regression model.  

The best model estimates the values of 75
th

, 90
th

, and 95
th

 

quantiles using data in 2008. The 90
th

 and 95
th

 quantiles are 

expected to be the extreme values. The estimates of extreme 

rainfall according to each quantile are compared to the actual 

rainfall by comparing the patterns of both estimates and 

actual rainfall using validation data in 2008. 

Besides forecasting extreme values, the probabilities of 

each extreme event are also estimated. The probabilities of 
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extreme values at 75
th

, 90
th

, and 95
th

 quantiles are estimated 

using logistic regression model. Before applying logistic 

regression, the response (y) is discretized first into the 

following two categories such as in Eq.(7):  

#$ = L1,			#$ ≥ =5(#)0,			#$ < =5(#)
N..               (7) 

So, the response (monthly rainfall data) in logistic regression 

modeling is binary variable with 0 and 1 values. For 

example, in order to estimate the probability of extreme 

rainfall at 95
th

 quantile, the actual rainfall data (y) is 

discretized such that yi = 1 if yi is greater than or equal to the 

value of 95
th

 quantile and yi = 0 if yi is less than the value of 

95
th

 quantile of actual rainfall data. The same procedure is 

implemented to estimate the probability of extreme rainfall 

at 75
th

 and 90
th

 quantiles. 

3. Results 

The predictors (monthly precipitation of GCM output) are 

explored first to know whether or not these predictors were 

highly correlated or multi collinear. The data exploration 

shows that the correlations of many predictors are high 

which indicates that there is multi collinear problem in 

predictors.  

PCA is applied to overcome this problem by reducing the 

dimension of predictors to smaller dimension of new 

orthogonal or uncorrelated predictors. The number of new 

predictors potentially used in developing statistical 

downscaling model corresponds to the number of 

components resulted from PCA.  

According to the result of dimension reduction, the 

statistical downscaling model with quantile regression uses 

five new orthogonal predictors. These new predictors are 

based on the first five components which represent 82% of 

total variance. However, in this study the number of 

components is not based on the proportion of variance but 

based on the maximum value of QVSS of any quantile 

regression model [6]. The larger QVSS indicates the 

stronger relationship between response and predictors. The 

number of new predictors with largest QVSS is selected for 

developing quantile regression model.  

The values of QVSS are computed for every model with j 

components (j = 1,2, … ,k) for the 75
th

, 90
th

, and 95
th
 

quantiles. Fig. 1 shows the plot of QVSS and the number of 

components (k = 30) for each quantile. The lowest values of 

QVSS are for the models with one component and the QVSS 

increases as the number of components increases until 22 

components. The other QVSSs are smaller. The largest 

values of QVSS for 22 components are chosen. These QVSS 

values are 0.56, 0.76, and 0.77 respectively for 75
th

, 90
th

, and 

95
th

 quantiles. The quantile regression models are developed 

and expected to be the best models to forecast extreme 

values corresponding to the estimates of 75
th

, 90
th

, and 95
th

 

quantiles, especially the estimate of 95
th

 quantile.  

Forecasting the monthly rainfall at the 75
th

, 90
th

, and 95
th

 

quantiles for one year ahead in 2008 uses the best models 

with 22 components. The forecasted monthly rainfall is 

validated with the actual monthly rainfall in the same year. 

Fig. 2 shows the forecasted and actual monthly rainfall. The 

forecasted monthly rainfall is presented by box and whisker 

diagram for every month. The up whisker is as long as the 

value of 95
th

 quantile and the box shows the different 

between the value of 90
th 

and 70
th

 quantiles. The top of box 

represents the value of 90
th

 quantile and the bottom of box 

represents the value of 75
th

 quantile. The actual monthly 

rainfall is presented by dot symbols.  

 

Fig. 1. QVSS and number of components 

 

Fig. 2. Forecasted and actual monthly rainfall 2008 

Fig.2 indicates the patterns of forecasted rainfall at 75
th

, 

90
th

, and 95
th

 quantiles and actual rainfall from January to 

December are relatively similar. These patterns are indicated 

by high correlations between the forecasted rainfall at 75
th

, 

90
th

, and 95
th

 quantiles and actual rainfall. The correlations 

are 0.94, 0.98, and 0.98 respectively for 75
th

, 90
th

, and 95
th
 

quantiles. In January to December 2008 the forecasted 

rainfall at 95
th

 quantile are higher than the actual rainfall. In 

February, which is in rainy season from October to March, 

the actual rainfall (727 mm) is the highest which indicates 

the extreme event in 2008 while the forecasted rainfall at the 

95
th

 quantile (843 mm) is also the highest. This forecasted 

rainfall confirms well to the actual rainfall.  

Both the forecasted rainfall at 75
th

 and 90
th

 quantiles and 

actual rainfall in January and March are lower than those in 

February. Those in other months, which is in dry season 

from April to September, are also the lower. These facts 

show that quantile regression model is appropriate to 
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forecast extreme rainfall. 

Besides forecasting the quantities of extreme rainfall, in 

order to know the probability of extreme events, logistic 

regression model is applied to compute the probability of 

extreme value at each quantile. Table 1 shows the 

probabilities of rainfall at 75
th

, 90
th

, and 95
th

 quantiles for 

every month. In January the probabilities of forecasted 

rainfall at 75
th

 and 90
th

 quantiles are 0.97 and 0.84 

respectively but the probability at 95
th

 quantile is 0.32. This 

fact is indicated that the extreme rainfall event represented 

by 95
th

 quantile occurred with very low probability. While in 

February the probabilities of forecasted rainfall at 75
th

, 90
th

, 

and 95
th

 quantiles are 0.99, 0.97, and 0.99 respectively. The 

extreme rainfall event occurred with very high probability 

especially at 95
th

 quantile (843 mm) which confirms to the 

actual rainfall (727 mm) as the highest rainfall. These facts 

show that the extreme rainfall especially in rainy season, 

such as in February, can be forecasted quite accurate with the 

highest probability. 

Table 1. Probability of 75th, 90th, and 95th quantiles every month 

Month 
Quantile 

75th 90th 95th 

Jan 0.97 0.84 0.32 

Feb 0.99 0.97 0.99 

Mar 0.99 0.48 0.06 

Apr 0.28 0.02 0 

May 0.09 0.01 0 

Jun 0.12 0 0 

Jul 0.08 0 0 

Aug 0.05 0 0 

Sep 0.01 0 0 

Oct 0.11 0 0 

Nov 0.83 0.18 0 

Dec 0.89 0.15 0 

 

The probabilities of forecasted rainfall in the other months 

are smaller than those in February. In January the probability 

of rainfall at 90
th

 quantile (0.84) is higher than that at 95
th
 

quantile (0.32). In April to September the probability of 

rainfall at 90
th

 and 95
th

 quantiles are less than 0.1 except in 

March the probability at 90
th

 is less than 0.5. These low 

probabilities are for the low forecasted rainfall. Generally, in 

dry season extreme rainfall is almost impossible but in rainy 

season the extreme rainfall is possible to happen with high 

probability.  

4. Conclusions 

Statistical downscaling technique based on GCM output 

can be used to forecast extreme rainfall well using quantile 

regression model. The pattern of forecasted and actual 

rainfall from January to December is almost similar even 

though the different between both values is large. The 

minimum extreme value can be equal or more than the 

forecasted rainfall at 95
th

 quantile. In February the 

forecasted rainfall which represents the extreme value can 

reflect the highest actual rainfall. 

Logistic regression model can be used to calculate the 

probability of the forecasted rainfall especially at 95
th

 

quantile. The extreme rainfall at 95
th

 quantile can occur in 

February with high probability (0.99). 

Quantile regression and logistic regression are potentially 

useful in statistical downscaling based on principal 

component analysis to forecast extreme value with its 

appropriate probability. 

The different between forecasted and actual rainfall is 

relative large. This is probably because of linear principal 

component analysis. The use of functional principal 

component analysis, instead of linear principal component 

analysis, is expected to improve forecasting rainfall at 70
th

, 

90
th

, and 95
th

 quantiles in order to decrease the different.  
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