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Abstract: The necessity of fast and precise identification from fingerprints might be fulfilled via systems benefiting from 

intelligent elements such as Neural Networks. The process of recognition and classification have been performed according to 

beneficial points called core point, singularities, or minutiae. However, points always are sensitive to noise and distortion, thus 

inaccurate results. Hence, instead of extracting a point, two lines are defined to bring down the risk of finding a point. Plus, 

two approaches are proposed with the intention of extracting statistical features predicated upon Kernel and Markov chain. In 

fact, two sets of features are extracted from both horizontal and vertical Markov chain, derived from the ridges angle around 

the aforementioned lines. In addition, all features are trained and tested via two divergent neural networks, consisting 

Generalized Regression Neural Network (GRNN) and Adaptive Resonance Theory with mapping (ARTMAP). Fingerprint 

verification competition (FVC) database is used to analyze the system. The performances of networks with different sets of 

features are simulated and compared with MATLAB. The results coming from simulation are compared and 93.5% and 83.5% 

accuracy is achieved for GRNN and ARTMAP respectively. Furthermore, the system is tested by both networks with features 

coming from just vertical and horizontal features. 
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1. Introduction 

Fingerprints can be classified in five categories called 

whorl, right loop, left loop, arch, and tented arch via Henry 

system [1]. Owing to the similarity between arch and tended 

arch, they can be considered as one category, leading up to 

four categories, demonstrated in figure 1. 

Fingerprints are composed of Ridges, Bifurcations, and 

Valleys, depicted in figure 2. The quality, direction, and the 

position of these elements are decisive factors by which 

fingerprints can be classified or identified. 
Procedures like enhancement, feature extraction, and 

classifiers are common in both classification and recognition. 

Gabor filter is one of the most beneficial methods used to 

enhance ridges quality [2]. In addition, the core point is used 

to extract a point around which fingerprints with same class 

behave similarly [3-4]. Hence, features extracted around the 

core point are movement invariant. In addition, Singularities 

comprising of both core and delta point are other useful 

points to facilitate recognition [5-7]. 

Because of the rotation of images, features might be 

influenced considerably. Therefore, an approach is proposed 

to rectify the problem [8]. Ridges Orientation might be 

considered as an advantageous method with the intention of 

feature extraction [9]. 

Recognition process has been performed by many methods. 

Fuzzy system is used for classification and feature extraction 

[10-12]. Artificial Neural Network (ANN) is picked out to 

categorize fingerprints [13-14]. Decision trees and Markov 

models are combined to classify fingerprints by the ridge 

structure of the fingerprints [15]. 

In this paper, an approach is proposed to extract two lines 

around which the behavior of ridges and valleys are obtained 

as a part of final features. Plus, methods including Kernel 
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smoothing technique, Markov chain, and angular behavior of 

Ridges and Valleys are used to extract fingerprints features. 

Generalized regression neural network (GRNN) and 

Adaptive Resonance Theory with mapping (ARTMAP) are 

used and compared for the sake of recognition. 

 

Figure 1. Fingerprints categories: (a) whorl, (b) right loop, (c) left loop, (d) 

arch. 

 

Figure 2. Ridges, Valleys, and Bifurcation. 

2. Vertical and Horizontal Lines 

Minutiae points, which include ridge ending and 

bifurcation points, are reliable factors which have been 

used in recognition procedure [16-18]. Nonetheless, 

unavoidable distortion might exacerbate the process 

dramatically. For instance, a bifurcation can be converted 

to a short or long ridge by destroying the junction of 

Bifurcation, illustrated in figure 3. Therefore, features 

should be predicated upon factors which are less 

dependent on points. 

 

Figure 3. (a) Bifurcation (b) Distorted Bifurcation (c) Short Ridge (d) Ridge 
Ending. 

To commence the process, two steps should be performed, 

consisting of the orientation of ridges and enhancement [19]. 

In order to extract the orientation of ridges, the gradient of 

enhanced images is calculated, shown in figure 4. In fact, 

images can be taken into account as ( , )f x y  which its 

gradient can be calculated by: 
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Figure 4. (a) Enhanced image (b) Gradient. 

Part of fingerprints might be ruined, thus the wrong 

classification and recognition. Therefore, images should be 

divided into meaningful parts. In other words, each part of an 

image should be compared with its counterpart in other 

pictures. To clarify, once the direction of ridges is obtained, 

images are split into two parts, including acute-angles and 

obtuse angles, demonstrated in figure 5. Next, the features 

extracted from acute angles are compared with corresponding 

parts of other pictures.  

Points are critical and sensitive elements for the process. 

Shown in figure 3, points are contingent upon the quality of 
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pictures and with any noise or distortion they might be 

calculated inaccurately. Hence, to find a location as the origin 

of beginning the process, two lines are considered as the 

origin areas, demonstrated in figure 6. 

 

Figure 5. Divided into two parts. 

The vertical line should fulfil the following criteria: 

170
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First criterion indicates that the vertical line crosses from 

or near ridges with angles more than one hundred seventy 

degrees. The second condition is proposed in order to 

eliminate false lines around the corner of fingerprints, 

depicted in figure 7. 

 

Figure 6. Horizontal and Vertical Lines. 

In fact, around the corner of fingerprints a white area 

exists and creates valleys with one hundred eighty degrees, 

which fulfil the first condition (D > 170). However, the 

second condition eliminates this part. 

 

Figure 7. False lines around the corner. 

In addition, the third condition defines the ridges which 

have D>170 and vertically have the same angles. As it is 

shown in figure 6, it might be more than one object 

conforming to the criteria. In this case, the upper object is the 

main object and the tangent line to it is the horizontal line. 

3. Feature Extraction and Vertical and 

Horizontal Markov Chain 

The training vector is defined: 

Training and Test vector = [Kernel of cropped block from 

the point (18 numbers), Horizontal Markov chain coefficients 

extracted from ridges with acute angles (12 numbers), 

Horizontal Markov chain coefficients extracted from ridges 

with obtuse angles (12 numbers), Vertical Markov chain 

coefficients extracted from ridges with acute angles (30 

numbers), Vertical Markov chain coefficients extracted from 

ridges with obtuse angles (30 numbers)] 

In fact, after finding the vertical and horizontal lines, the 

intersection of these lines is the coordinates around which an 

n m× block is cropped. Next, Kernel smoothing technique is 

applied to the block to extract part of training vector, 

demonstrated in figure 8. The smoothing formula is given by: 

1

1ˆ ( ) ;

n
i

h

i

x x
f x x

nh h=

− = − ∞ < < ∞ 
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∑      (4) 

In which K is the kernel smoothing function, h is 

bandwidth, and n is the sample size. These features 

demonstrate general characteristics of fingerprints in 

different kinds of fingerprints according to Henry system. 
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Figure 8. (a) Cropped image of RIGHT-LOOP (b) Cropped image of LEFT-LOOP (c) Kernel-RIGHT-LOOP and Kernel-LEFT-LOOP. 

Once an image is divided into two parts including acute 

and obtuse angles, the vertical and horizontal lines are 

applied to both pictures and according to the location of lines 

and the size of the picture, the image is divided into equal 

blocks. In fact, each block constitutes a state of Markov chain, 

depicted in figure 9. Markov chain is a series of states in 

which each state depends on previous state so that transition 

matrix is the changes of states which can be achieved by 

following method [20]: 

1 2
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And the state transition coefficients have the properties: 

1[ ], 1 ,ij t j t ia p q s q s i j N−= = | = ≤ ≤     (6) 

N is the number of states. These coefficients should define 

the circumstances of equation 7 [20]. 
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=
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Next, in order to extract more specific features, each image 

is modeled as two vertical and horizontal Markov chains, 

demonstrated in figure 10. In this case, 0ija for i j= = . 

The percentage of alteration between each corresponding 

ridge in each state generates a coefficient between two states, 

demonstrated in figure 11. 

 

Figure 9. Vertical and Horizontal states of Markov Chain in (a) Acute 

angles (b) Obtuse angles. 
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Figure 10. Vertical and Horizontal states of Markov Chain 

 

Figure 11. Vertical and Horizontal Markov Chain coefficients. 

4. GRNN and ARTMAP Neural 

Networks 

The models of ARTMAP were described by Carpenter in 

1992. The network is compounded of two supervised and 

unsupervised neural networks [21]. The network is learnt by 

match-based learning method. This method is good enough 

for online learning and big databases. Vigilance parameter is 

one of the most significant parameters of ARTMAP. This 

parameter is set 0.91 in this work. 

GRNN is kind of radial basis network with a linear layer in 

the second layer. It is suggested that GRNN be used to 

approximate or classify data or functions [22]. The spread 

parameter is a decisive factor in designing the network. It 

affects the performance of the network significantly. The 

designed network is illustrated in figure 12. Each image 

includes one hundred two figures. Plus, the spread is 0.4 for 

GRNN. FVC2004 DB1_A is used to train and test both 

networks [23]. Two hundred of images are used to test the 

network. The simulation is performed by MATLAB. The 

performances of both networks are compared in table1. 

 

Figure 12. Designed GRNN. 

In fact, the performances of both networks are evaluated 

with different sets of features separately. The best result is 

achieved with the participation of all features and GRNN. 

Plus, the worst result is obtained with GRNN and just Kernel 

technique. 

Table 1. Results of Simulation. 

Method Accuracy (%) 

ARTMAP+Kernel 56 

ARTMAP+HORIZONTAL COEFFICIENTS 62 

ARTMAP+VERTICAL COEFFICIENTS 65 

ARTMAP+VERTICAL AND HORIZONTAL 

COEFFICIENTS 
78.5 

ARTMAP+Kernel+HORIZONTAL 

COEFFICIENTS+VERTICAL COEFFICIENTS 
88.5 

GRNN+Kernel 48.5 

GRNN+HORIZONTAL COEFFICIENTS 53 

GRNN+VERTICAL COEFFICIENTS 47 

GRNN+VERTICAL AND HORIZONTAL 

COEFFICIENTS 
69.5 

GRNN+Kernel+HORIZONTAL 

COEFFICIENTS+VERTICAL COEFFICIENTS 
93.5 

In some cases, fingerprints are recognized incorrectly. 

Nevertheless, the system demonstrates that they are similar to 

an image in the same class. It implies that even though the 

features are not appropriate for recognition, they might be 

beneficial for classification. 
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5. Conclusion 

An approach for recognition is proposed in this paper. In 

feature extraction, statistical methods, including Markov 

chain and Kernel distribution are used. Fuzzy system is a 

powerful system which has been used in the fingerprint 

identification process [10-12]. One of the most noticeable 

advantages of neural networks over fuzzy is the rule 

extraction. In other words, the rules in fuzzy have to be 

defined by experts in the specific fields. Neural networks, on 

the other hands, extract rules according to their algorithm. 

Hence, the recognition process is carried out by two 

divergent neural networks consisting of ARTMAP and 

GRNN. The performance of GRNN outweighs ARTMAP. 

However, when it comes to test vector with less elements the 

performance of ARTMAP is better. Two hundred of images 

are used in the training phase and two hundred of them are 

used in test phase. 
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