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Abstract 

This article analyzes the digitalization process in the Republic of Uzbekistan, a Central Asian country that currently holds a low 

position in the Government AI Readiness Index. The aim of the article is to provide an initial overview of the ethical norms 

required for public servants in the context of AI usage. To develop such a code, an exploratory foundation must first be 

established. The necessity for an AI Code of Ethics is also explicitly mentioned in the national strategy “Digital Uzbekistan – 

2030”. The research uses both theoretical and comparative legal analysis. The survey was also conducted which measures the 

digital and ethical literacy and readiness to adopt AI technologies. According to the author, the factors hindering the 

implementation of AI into the professional activities of civil servants are, firstly, the insufficient level of AI skills among Uzbek 

civil servants, and secondly, there is an urgent need to develop a national system for the ethical regulation of issues related to AI 

in general, which are currently being developed. Voluntary adherence to international ethical codes for AI and the development 

of its own model for AI ethical regulation can reduce the level of cyber fraud in the country. 
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1. Introduction 

Uzbekistan is a new independent democratic republic lo-

cated in the heart of Central Asia, bordering former USSR 

republics to the north and east, and Afghanistan to the south. 

Nearby are Pakistan and Iran, countries from the so-called 

turbulent “Golden Crescent.” The syncretic approach of the 

traditional Uzbek mentality to analyzing the socio-political 

situation in the country and the world involves considering the 

moral and ethical aspects of processes and phenomena. The 

complex geopolitical location and moderately high birth rate 

give the professional activities of civil servants particular 

significance in the eyes of the population. It is not so much the 

election race, but rather the effectiveness of the state infra-

structure that predetermines the country’s stability. Through 

the work of civil servants, the state governs the country. In 

their professional activities, public civil servants relay ideo-

logical, political, and ethical priorities to the population. The 

Republic of Uzbekistan is integrated into the stream of global 

processes; it is not in isolation or self-isolation, and therefore 

faces new civilizational challenges. One such challenge is 

artificial intelligence. Artificial intelligence is a relatively 

recently emerged direction of scientific and technological 

progress and an important condition for the socio-economic 

development of any country in the era of globalization. The 

well-being of countries largely depends on how successful a 
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particular country is in this race. To accelerate digitalization 

and the implementation of artificial intelligence technologies, 

the “Digital Uzbekistan – 2030” strategy has been adopted in 

the republic. The strategy implies increased attention to the 

digitalization of all sectors of the economy and in all regions 

of Uzbekistan. 

2. Methods 

The research utilized primary sources of Uzbek moral and 

didactic literature – adobnoma; philosophical-ethical analysis 

of contemporary national and international normative legal 

documents on digital ethics, as well as statistical indicators on 

the topic. Normative documents and statistical data underwent 

comparative analysis. During the research, we employed 

methods of applied sociological research. To identify the 

problems of digitalization in the Republic of Uzbekistan, we 

conducted a pilot survey using Google Forms among higher 

education students. The interpretation of ethical categories is 

given in accordance with the principles of Uzbek national 

ethics. 

A random plot brief survey of Uzbek bachelor’s and mas-

ter’s students (April 2025) was conducted to illustrate the 

seriousness of the situation with AI implementation in the 

country. The study does not claim full representativeness; it 

only helped to identify how respondents’ self-assessment of 

their AI usage skills corresponds to the practical formation of 

these skills. Students from various Uzbek universities par-

ticipated reluctantly in the sociological study; 100 question-

naires were sent out, and responses were received from 41 

respondents. The questionnaire consisted of five questions 

designed to identify the common reasons for AI usage, assess 

respondents’ ability to distinguish AI-generated text from 

human-written content, and gather general opinions about AI 

usage. 

Limitations of the study include the small and 

non-representative sample size, which restricts the generali-

zability of the findings. The voluntary nature of participation 

may have introduced self-selection bias, as students with 

strong opinions or higher awareness of AI usage may have 

been more inclined to respond. Additionally, the use of an 

online format may have excluded individuals with limited 

digital access or proficiency, further skewing the sample. The 

questionnaire was intentionally brief, which limited the depth 

and scope of the data collected. Finally, the subjective inter-

pretation of ethical categories based on national principles, 

while valuable, may limit cross-cultural comparisons. 

3. Results and Discussion 

All states are concerned with the advancement of AI 

technologies. For example, in the PRC, the state assigns a 

decisive role specifically to AI in transforming the country 

into a leading scientific and technological power. In 2017, the 

PRC adopted the “Next Generation Artificial Intelligence 

Development Plan.” Artificial intelligence is a new sphere of 

international competition for modern states. In Uzbekistan, 

the “Digital Uzbekistan – 2030” strategy has been adopted, 

and the Decree of the President of the Republic of Uzbekistan 

dated 06.10.2020 states that the expanded implementation of 

AI will affect all branches and spheres, but it will be imple-

mented “primarily in public administration, education, 

healthcare, and agriculture” [1]. It is difficult to say how 

deeply AI is currently being implemented in public admin-

istration, but steps are being taken in the education sector to 

address this task. 

From the survey, approximately two-thirds of the re-

spondents admitted to using AI when preparing term papers 

and research articles. They genuinely use AI applications, as 

they confidently indicated which applications they use: 

ChatGPT (the most popular application), Google (second 

most frequently used), Telegram. However, responses to the 

question “Do you know how to bypass AI detector applica-

tions?” showed that only 13 (approximately 30%) of the re-

spondents know how to bypass them, meaning they possess a 

sufficiently high level of skills in working with AI applica-

tions. Another indirect indicator of students’ proficiency with 

AI was the last task of the questionnaire. It was necessary to 

identify which of the two short texts provided was created by 

neural networks and which by the author. The answers were 

distributed roughly equally: 20 respondents correctly identi-

fied the AI-generated text, 7 students made the wrong choice, 

and 14 respondents admitted “I don’t know,” whose answers 

we classified as incorrect choices. Although, in our opinion, 

the test was not difficult; contextually, the author’s text was 

more emotional, which primarily distinguishes an author’s 

text, even a strictly scientific one, from a generated, maxi-

mally formal AI text. There is an interpretation of AI that 

implies digital systems purposefully and logically processing 

information and undertaking primary analysis. These capa-

bilities are initially embedded in computer technology. At the 

current stage, digital technologies have the ability not only to 

analyze but also to generalize data, and this qualitatively new 

level has been designated as “artificial intelligence.” It should 

be noted that our research focuses on “narrow” AI, which is 

created to solve one goal or several tasks. AI in the narrow 

sense is far from weak in terms of the scale and speed of tasks 

it can solve, especially if it is a generative model aimed at 

solving several tasks simultaneously and generalizing con-

clusions [13]. “Strong AI (otherwise ‘general’ AI, ‘superin-

telligence’) is akin to human consciousness; it can already 

make decisions under uncertainty, plan, and even empathize 

[2], containing an element of self-governance.” Such data 

were obtained from an online survey of Uzbek students, future 

qualified specialists. The actual AI usage skills of civil serv-

ants leave much to be desired. According to Uzbek analysts, 

training personnel, including public civil servants, in AI skills 

is the weak link in the implementation of the “Digital Uz-

bekistan – 2030” Strategy. According to the aforementioned 
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Decree of President Sh. Mirziyoyev, the promotion of AI 

technologies is foreseen primarily, note, where public civil 

servants work. These technologies contribute to the optimi-

zation of public service through the improvement of the dig-

ital skills of its personnel. The priority of implementing AI in 

public administration, education, healthcare, and agriculture 

does not exclude the relevance of automation in business, 

financial, industrial, and other sectors of the economy, as well 

as in the work of the media and national culture. As Uzbek 

researchers believe, the main problem in promoting modern 

IT technologies is the shortage of personnel with AI skills: 

“The lack of technical knowledge hinders the implementation 

of this field in most enterprises”; qualified specialists “are 

expensive and rare in the current market” [3]. To date, the 

country’s achievements in light of international criteria are 

assessed critically. There is a growing understanding in the 

republic that the implementation of AI in the economy, soci-

ety, and culture cannot be avoided. Heads of Uzbek banks 

agree that “We will inevitably (emphasis added) evolve to-

wards AI” [4]. In our view, the evolutionary approach should 

be replaced by the accelerated promotion of AI in various 

sectors of the economy and culture to avoid falling behind in 

the country’s economic and technological development. 

There are international indicators of a country’s readiness for 

AI implementation. Uzbek researcher Bakhromov A. A., 

relying on the international Government AI Readiness Index 

(IDC, Worldwide semiannual artificial intelligence systems 

spending guide), provides data regarding Uzbekistan. The 

index is calculated based on a set of 10 indicators, including 

governance and ethics; digital capacity, etc. The Republic of 

Uzbekistan ranks 95th [5] among 173 countries in this Index 

based on the aggregate of these indicators. The USA ranks 1st, 

Korea 7th, the Russian Federation 33rd, and Kazakhstan 64th. 

Improving the AI readiness index is possible only by in-

creasing expenditures on research and development (R&D) 

and training personnel with the necessary AI knowledge in all 

sectors and regions of the country. For example, in the USA, 

R&D expenditures are covered approximately two-thirds by 

business and one-third by the state, with 4.5% being foreign 

investment. In the Russian Federation, conversely, business 

invests one-third in R&D, the state invests two-thirds, and 3% 

is foreign investment. In the Republic of Uzbekistan, 78% of 

R&D expenditures are borne by the state, 12% by business, 

and there is no foreign investment. (Data for 2010-2018) [6]. 

The state budget is unable to sufficiently finance R&D. The 

share of investment from Uzbek business is extremely limited. 

As mentioned above, one of the indicators of the Government 

AI Readiness Index is the degree of ethical use of AI. To 

improve this activity in the country, an Advisory Council 

under the Ministry of Innovative Development of the Repub-

lic of Uzbekistan for the implementation of the Code of Ethics 

in the field of AI was established in 2022. A draft ethical code 

for the use of AI was developed and adopted by this Advisory 

Council. The Code is recommendatory in nature; the ethical 

principles do not have the full binding force of legal acts. 

Adherence to it means that the country will follow the prin-

ciples declared in the Code of Ethics in the field of Artificial 

Intelligence [7]. This Code is not sufficiently developed, 

many provisions are declarative, yet it states the main ethical 

priorities of AI technologies, the chief among which is the 

priority of protecting the interests and rights of people and the 

individual. Several US government agencies, including the 

Office of Science and Technology Policy – OSTP (a depart-

ment for science and technology policy within the US gov-

ernment), have developed 10 principles for AI deci-

sion-making. The principles for safe AI operation formulated 

by OSTP are as follows: 

1) Public trust in AI (positive image); 

2) Public participation (feedback); 

3) Scientific integrity and information quality; 

4) Risk assessment and management; 

5) Benefits and costs (weighing the utility); 

6) Flexibility (adaptability); 

7) Fairness and non-discrimination; 

8) Disclosure and transparency (how AI is applied); 

9) Safety and security (of personal data); 

10) Interagency coordination [8]. 

The principle of fairness and non-discrimination mentioned 

in this list has a direct ethical character. Overall, all principles 

in the OSTP list are aimed at minimizing the harmful conse-

quences of implementing AI technologies. The main precau-

tion against abuse in the AI sphere, according to the authors of 

this document, is regulation by the government and the public. 

Experts believe that adherence to these principles will en-

courage government agencies to hire more personnel with 

technical knowledge, create more reliable AI applications, 

and ultimately lead to more thoughtful regulation. In the worst 

case, these standards could become a bureaucratic hurdle for 

AI development [9]. Another version of an AI ethics code is 

the UNESCO “Recommendation on the Ethics of Artificial 

Intelligence” [10]. The UNESCO approach is also based on 

human rights and consists of 10 principles, similar to the 

American document: 

1) Proportionality and do no harm; 

2) Safety and security; 

3) Privacy and data protection; 

4) Multi-stakeholder and adaptive governance and collab-

oration; 

5) Responsibility and accountability; 

6) Transparency and explainability; 

7) Human oversight and determination; 

8) Sustainability; 

9) Awareness and literacy; 

10) Fairness and non-discrimination. 

The AI ethics developed by UNESCO specialists are sim-

ilar to the principles of infra-ethics in general. In particular, 

“Within computer ethics, four main principles have been 

developed, on the observance of which, among other things, 

moral codes are based: 1) privacy; 2) accuracy; 3) property 

(private property); 4) accessibility” [11]. The main ethical 
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requirement of infra-ethics is the principle of non-interference 

in a person’s private life and the principle of respect. In AI 

ethics – public safety and risk management. The next theo-

retical problem of the digitalization process in Uzbekistan is 

the role of AI in personnel recruitment, primarily for the 

public civil service. In many countries and transnational 

companies, recruitment platforms are being created where AI 

filters out unsuitable candidate applications for the desired 

position, conducts checks, analyzes information from social 

networks, specialized websites (e.g., Ministry of Internal 

Affairs), and private online communities. This speeds up the 

search for applicants for a vacant position for which the re-

quired qualities have been specified in advance. The work of 

AI does not cancel out the personal interview; it assists the HR 

department, accelerating their activities. Recruitment spe-

cialists believe that entrusting the screening of applicants to 

AI does not pose a great risk, but the accuracy of automated 

systems for personnel selection and management, as global 

experience has shown, requires serious refinement, i.e., in-

vestment in the development of appropriate programs. In 

particular, the Russian Federation is conducting an experi-

ment on selecting employees for public service using AI on 

the “State Personnel” recruitment platform, which allows 

automating the processes of selection, professional develop-

ment, motivation, evaluation of officials, formation of pro-

fessional culture, and countering corruption [12]. Based on 

the description of the experiment’s tasks, it also assesses the 

candidate’s ethical characteristics, motivation, and an-

ti-corruption attitude. The Academy of Public Administration 

is responsible for training state personnel in the Republic of 

Uzbekistan, but it does not use AI for recruiting and initial 

screening of candidates. Such AI capabilities will compel 

those aiming for a career in government structures to be 

mindful of AI tracking biographical facts, including dubious 

ones; at the very least, it will force applicants to erase virtual 

traces of illegal and immoral acts. In this regard, there is a dual 

motive for using AI in hiring civil servants: on the one hand, 

to automate the labor-intensive hiring process, and on the 

other hand, to simplify the impartial verification of a candi-

date’s personal data. It might seem that AI would create an 

ideal hiring system. However, the final choice is made by a 

human; the system will offer several candidates. The human 

factor cannot be dismissed. AI cannot block manifestations of 

nepotism, corrupt components, or personal animosity. This is 

particularly relevant for the Republic of Uzbekistan, where 

patronage of relatives and acquaintances regardless of their 

professional qualities persists, and where the rate of job 

growth lags behind population growth. Using AI in hiring is 

not always solely advantageous. The use of AI in recruitment 

sometimes raises concerns. Researchers have noted that AI 

can violate candidates’ rights (the case of gender inequality in 

AI recruitment at the online retailer Amazon, 2015). AI can 

write texts, draw, compose music, conduct interviews, teach, 

and generate solutions to complex problems. The question 

arises: will AI replace the public civil servant? Can a public 

civil servant cope with the entire volume of routine work? 

Will a technically proficient employee replace a traditionally 

trained specialist? 

4. Conclusion 

Based on the positions outlined above, the following con-

clusions are justified. The pool and professional qualities of 

individuals applying for positions as civil servants are par-

ticularly important for the effectiveness of public administra-

tion. The republic experiences a shortage of personnel with 

quality professional education in the AI sphere. Our pilot 

study revealed that among students, future qualified special-

ists with higher education, the level of practical AI skills is not 

high in the era of global digitalization, although approxi-

mately half of the respondents stated they use AI in their 

academic preparation. An analysis of the problems of AI 

technology functioning in the public sector showed that the 

central problem is teaching civil servants AI skills. Personnel 

in state institutions possess insufficient information culture 

overall, let alone skills in working with AI systems. The 

seemingly natural solution is to hire personnel with technical 

knowledge. However, in our view, the dominance of a tech-

nocratic approach risks creating imbalances. To avoid di-

minishing human involvement in decision-making, a set of 

measures and tools for ethical control are being developed. In 

all the ethical codes reviewed during the research (the Code of 

Ethics in the field of AI, the OSTP code, the UNESCO code), 

common points are highlighted, for example, the principles of 

fairness and non-discrimination, responsibility and account-

ability to the public, data protection, and privacy. By 

non-discrimination, these AI ethics codes primarily mean 

gender equality. These rules ensure the fair representation of 

all, diminishing the spread of misinformation [14]. 

The norms and values of AI ethics, despite their validity, are 

not absolute; they manifest through personal moral choice. The 

goal of ethics is to turn the aspiration for virtue into a conscious 

routine habit, not into an unexpectedly random impulse or feat. 

AI does not solve human problems; it is merely a means to solve 

them. It is not techno genic systems that fall under the rules of 

human morality, but the people who create them. 

In the Republic of Uzbekistan, there is a high need to de-

velop and implement a national code for working with AI, 

which would be based on the national interpretation of ethical 

categories and specific resources of ethical education (tradi-

tional instructive literature, national way of life, etc.). 

AI is being introduced into the sphere of public service not 

only during the work activities of civil servants, but already at 

the very beginning, at the stage of recruiting and hiring ap-

plicants for public service. 

On an individual scale, AI surpasses the abilities of a single 

trained public civil servant. However, the collective public 

consciousness, in our opinion, is capable of learning to control 

artificial intelligence. In our view, the confrontation between 

natural human intelligence and the AI created by it is overly 
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dramatized. The problem lies in how adequately workers will 

be trained to work with AI in line with the progress of AI 

technologies. The implementation of AI must proceed sim-

ultaneously with the modernization of the personnel training 

system, among the first – public civil servants. Constant 

training in AI skills is necessary. 

The use of AI technologies is a dialogue between human and 

system; the human is not excluded from this interaction, at least 

for now. The worker not only inputs data and sets parameters for 

the AI system, but also learns in the process of working with AI, 

hopefully, capable of learning enough to control the work of AI. 

The best technical training is not a guarantee that a civil servant 

will not be biased when making decisions, corruption-free, and 

fully responsible. Decisions based on the data provided by the AI 

system are made by a human. One can only hope for the moral 

maturity of this specialist. 

The growth of qualifications and responsibility towards 

civil society, strict adherence to ethical norms are priority 

directions for improving the professional competence of 

public civil servants of the Republic of Uzbekistan. Attention 

to the professional-ethical competence of civil servants con-

tributes to the efficiency of public service, thereby strength-

ening public accord, stability, and the well-being of the 

country. 
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