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Abstract 

In the legal field, robot judges and lawyers often cause people's concerns, especially the breakthrough development of generative 

artificial intelligence, which has triggered a new round of anxiety about machines replacing people. Legal artificial intelligence 

systems represented by ChatGPT4.0 and Deepseek have attracted the attention of the legal community. As legal technology, they 

provide a specific practical picture. Legal artificial intelligence first breaks through the cognitive limitations of lawyers and 

realizes rational decision-making and knowledge innovation. They focus on complex legal reasoning activities, reduce costs, 

improve efficiency, break the traditional growth model of the master-apprentice relationship, and are conducive to the balanced 

distribution of legal service resources and the improvement of international participation. Unavoidable problems arise with it. 

Compared with the legal services provided by traditional lawyers, legal artificial intelligence lacks empathy and value judgment 

ability, the reliability of the data models and analyses generated by algorithms they provide is questionable. The differences and 

imbalances in the input of the original data will make it difficult to guarantee the authenticity and security of the information. 

Finally, the responsible subjects and supervision of legal artificial intelligence are still unclear. Taking the legal services provided 

by lawyers as the clue, using comparative analysis, empirical analysis, and case analysis, the advantages and disadvantages of 

traditional legal profession and artificial intelligence lawyer skills are compared. In the future, human-machine symbiosis and 

human-machine interaction will be common phenomena. Making full use of the ever-evolving technology to improve the 

accuracy of lawyers in their practice areas is a trend of integrating high technology and professional knowledge. 
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1. Introduction 

The concept of artificial intelligence (AI) first appeared in 

August 1955, mathematician John McCarthy, computer and 

cognitive scientist Marvin Minsky, IBM system designer, 

and information theory founder Claude Shannon discussed, 

“we will try to discover how to make machines use language, 

propose abstract propositions and concepts, solve certain 
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problems currently left to humans, and achieve 

self-improvement” [10], AI has been a cause that a group of 

like-minded scientists and engineers have been pursuing 

since the beginning, its purpose is to enable machines to 

learn and complete tasks that humans need to use intelli-

gence to complete. It is an innovation of the traditional pro-

gramming model. This cause has not been smooth sailing. It 

has experienced several winter, until recently it was consid-

ered a core technology of the Fourth Industrial Revolution, 

with the potential to revolutionize the human condition [9]. 

With the birth of ChatGPT in November 2022 and 

Deepseek in January 2025, the powerful computing power 

and adaptive learning ability demonstrated by large-scale 

language models and pre-training technology enable it to 

simulate the creative thinking process of humans and gener-

ate more complex and realistic content. Legal artificial intel-

ligence (LAI) relies on the underlying technical framework 

of artificial intelligence algorithms and uses automation 

technology to complete prosecution, trial and other work that 

is usually done by legal professionals with professional 

knowledge. It has now become the forefront of legal tech-

nology to provide practical legal service solutions [1]. It is 

oriented to big data, legal theory and legal practice, and uses 

algorithmic logic to match the increasingly complex and 

diverse legal practice needs on the basis of following the 

laws of legal operation, assisting the legal profession to make 

reasonable decisions and improve the quality and efficiency 

of legal work. 

More and more traditional legal service platforms have 

been upgraded to artificial intelligence systems that can dy-

namically adapt to and respond to complex legal issues in 

real time, and realize harmonious human-computer interac-

tion under the empowerment of technology, and have gradu-

ally formed legal artificial intelligence forms such as elec-

tronic dataization of information [9], intelligent case han-

dling assistance systems [3], entity judgment prediction and 

supervision systems [5], and electronic evidence standards 

[6]. Because legal artificial intelligence has a strong ability to 

process natural language, it can actively transform massive 

pre-trained legal data into coherent dialogue texts that meet 

user needs, so it is favored by legal practitioners at home and 

abroad. 

Although with law as the background, it not only attempts 

to provide differentiated legal services for lawyers, the public, 

enterprises, judges, prosecutors and other subjects, but also 

produces research and development results with certain prac-

tical application capabilities in different micro-business sce-

narios [10], such as similar case recommendations, legal 

document generation and review, judgment result prediction, 

litigation risk analysis, and warning of different judgments 

[12]. However, risk would come to dominate legal practice 

and lead to a structural collapse of the legal profession. 

Taking legal skills as the analysis clue, the comparative 

methodology applies to the differences and changes between 

traditional legal profession and lawyers in the AI’s era, and 

uses a pragmatic methodology to analyze the dialectical rela-

tionship between LAI and lawyer skills in the near future. 

2. LAI’s Scenarios in Lawyers’ Practice 

The legal services provided by lawyers are essentially the 

mapping of client needs with relevant legal knowledge, 

combined with practical experience, to help clients resolve 

complex social relationships. LAI, with its powerful embed-

ding, understanding and generation capabilities, is expected to 

accurately match existing legal provisions with case facts. 

LAI empowering lawyers is expected to break the traditional 

growth model and accelerate the transformation and upgrad-

ing of internal bureaucratic structure and external market 

structure. LAI has the possibility of evenly distributing legal 

service resources and increasing international participation. 

2.1. Breaking Through Cognitive Limitations 

Knowledge linkage ability and unlimited memory ability 

are the LAI’s core elements, successfully empower lawyers to 

practice. In the diversified society, clients services come from 

all walks of life and their needs are even more varied, this 

requires not only lawyers to master solid professional 

knowledge, excellent legal document writing, legal case re-

trieval, case analysis and other basic abilities, but also to be 

good at applying various professional knowledge and abilities 

to case handling [15]. The powerful computing power and 

memory ability in LAI are highly compatible with the needs 

of legal services. Lawyers have high legal and technical lit-

eracy due to systematic legal education and technical training, 

and can more efficiently realize the integration and embed-

ding of legal business, case and technology [14]. 

The theory of bounded rationality holds that decision 

makers are easily dominated and disturbed by incomplete 

information in the decision-making process and can only 

make limited decisions within their capabilities [15]. When 

lawyers start to participate in legal work, they inevitably need 

to meet with clients, answer questions and provide legal so-

lutions. Their decision-making ability is often one of the cri-

teria for clients to evaluate. LAI has the ability to extract and 

mine meaningful knowledge and form models from massive 

legal knowledge in an efficient and refined manner according 

to instructions, and then summarize and output information 

about case predictions, litigation processes, legal strategies, 

etc., and analyze the winning and losing trends and defense 

models in previous litigation, so as to break through the lim-

itations of lawyers' knowledge linkage and alleviate the lim-

itations of legal decision-making. 

Another aspect is, LAI helps lawyers overcome the limita-

tions of memory. Common law countries in the United States 

and the United States applied LAI before codified law coun-

tries because the technology compiles, classifies and queries 

the vast case files to meet the normal operation of the national 

judicial system. However, in codified law countries, lawyers, 
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especially junior lawyers, face a complex legal system and an 

increasing number of laws, regulations and judicial interpre-

tations. They urgently need the powerful memory and re-

trieval capabilities to help them get out of the dilemma of 

manpower and time costs being disproportionate to the com-

prehensiveness of memory and retrieval. The powerful func-

tions can make up for some limitations of human intelligence, 

greatly liberate the mental labor of lawyers, and enable them 

to concentrate on more complex legal reasoning activities. 

2.2. Breaking the Traditional Growth Model 

LAI breaks the traditional “professor-apprentice” [16] 

growth model of lawyers and helps upgrade the internal bu-

reaucratic structure and external market structure of the in-

dustry. The legal industry mostly adopts an elite inheritance 

system. From the analysis of the internal hierarchical structure, 

a professor with rich practical experience plays a vital role in 

the rapid growth of lawyers. This means that legal knowledge 

acquisition, legal analysis and reasoning training are the 

products of the power difference between professor and ap-

prentice, which has caused a strong personal dependence 

relationship, and caused the internal hierarchy to solidify into 

a case-intensive structure centered on high-level lawyers [14]. 

With the in-depth LAI’s application, the above problems 

have been alleviated to a certain extent. On the one hand, the 

technology weakens the time constraints of legal knowledge 

accumulation and legal reasoning ability acquisition, and 

eases the dependence of junior lawyers on senior lawyers [3]. 

The generation and accumulation of legal knowledge requires 

a long period of legal hermeneutics research and training to 

achieve the transformation of legal information into legal 

knowledge. Legal analysis and reasoning need to follow the 

rules of experience, which is essentially a process of follow-

ing precedents. In China's judicial practice, the principle of 

“similar judgments for similar cases” can be implemented not 

because similar cases have absolute factual similarities [15], 

but because of their reference in reasoning logic. 

However, it is not easy for lawyers to master the methods of 

legal analysis and reasoning. They must undergo a lot of logic 

training to master and apply them proficiently. The deductive 

reasoning logic of legal artificial intelligence is based on legal 

rules, cases and similar facts, and evolves from legal propo-

sitions to legal conclusions with the help of non-single algo-

rithm operation paths [4], which is similar to the thinking 

logic deduction form of lawyers’ legal services. LAI can re-

trieve cases with similar reasoning processes and provide 

lawyers with less experience with a more comprehensive and 

sophisticated legal reasoning model. On the other hand, LAI 

is a limited means to change the traditional bureaucratic 

structure of law firms. Generally speaking, senior lawyers are 

in a central position within law firms because of their rich 

professional experience and abundant business resources, but 

junior lawyers have more potential in learning and using, 

because of their wide inclusiveness and strong acceptability. 

From the analysis of the external market structure, LAI drives 

innovation in external market services. Due to the saturation 

of the traditional legal service market and the rise of legal 

technology companies, to a certain extent, lawyers have used 

the wisdom of LAI to develop pre-risk prevention and control 

business. 

2.3. Balancing Service Resource Distribution to 

Enhance International Participation 

LAI solves the uneven distribution of lawyer service re-

sources and provides an opportunity for Chinese lawyers to 

deeply participate in the international legal service market. 

Due to economic development, geographical location, polit-

ical culture and other reasons, Chinese lawyer service re-

sources are mainly distributed in the eastern coastal areas, 

while the central and western regions are relatively scarce. 

The training of foreign-related lawyers, young lawyers, 

county lawyers and other talents is tilted towards the under-

developed western regions, aiming to solve the problem of 

unbalanced development in the east, middle and west [16]. 

The design and development of LAI strives to deeply inte-

grate AI with judicial big data to promote the equalization 

and accessibility of legal services and make up for the gap in 

the enjoyment of legal service resources between urban and 

rural areas, regions and different groups of people [13]. This 

value pursuit is highly consistent with the purpose of my 

country's lawyer service resource allocation policy, or it can 

temporarily fill the gap in legal talents. On the one hand, 

convenient and efficient LAI can provide individuals or or-

ganizations with legal consultation, document review, case 

prediction and other services at low cost [11]; on the other 

hand, the massive data storage capacity and deep learning 

ability of legal artificial intelligence can quickly learn and 

digest the regional laws and social norms of the underdevel-

oped areas in the central and western regions to adapt to spe-

cial circumstances, which is conducive to the output of more 

accurate and reasonable legal solutions [8]. In addition, the 

deep application of technology helps junior lawyers to cor-

rect and improve their knowledge system and practical expe-

rience in real time during the case trial process, so that law-

yers in different regions and levels can make up for the mis-

takes that may occur due to differences in knowledge struc-

ture and the amount of case judgment experience. 

As Chinese foreign-related business market is constantly 

expanding, the demand for foreign-related lawyers is also 

further expanding. Foreign-related lawyers not only need to 

be familiar with domestic laws and regulations, international 

commercial treaties, international practices and foreign civil 

and commercial legal knowledge, but also need to have for-

eign language skills that are superior to ordinary people and 

have a comprehensive and reasonable legal knowledge 

structure. Legal language is highly complex, which is re-

flected in many specialized terms. It is highly formulaic and 

academic and has a semantic gap with everyday language. 
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Seemingly precise legal terms may also have multiple 

meanings, such as the same term may have different, con-

text-specific meanings in legal language. LAI’s users can 

conveniently obtain professional knowledge in foreign law, 

finance, medical and other fields, as well as linguistic 

knowledge that breaks through natural language processing 

technology, to achieve smooth interaction and systematic 

transformation between natural language and legal language, 

thereby assisting lawyers to participate deeply in the formu-

lation of international trade rules that meet the actual coop-

eration needs in the international arena. 

3. LAI’s Real Obstacles in Lawyers’ 

Practice 

Although LAI brings many technical benefits to lawyers 

with the support of data, algorithms, and computing power, 

value judgment capabilities, it lacks empathy and the relia-

bility of data models is questionable, the reliability and secu-

rity of collected and produced information is difficult to 

guarantee, and it is difficult to identify responsible and regu-

latory entities. 

3.1. Lack of Empathy 

Machines cannot accept or express emotions, nor can they 

have actual emotional connections with people. Lawyer ser-

vices not only need to provide basic legal services, but also 

need to integrate guidance, consultation, emotional support 

and other services for clients in the business. Lawyers need 

to patiently listen and guide clients to describe the specific 

case, analyze the relevant legal relationships and transform 

the case facts into legal facts, and finally determine the spe-

cific cause of the case and file a lawsuit. 

The fact that must be faced is that most parties, due to lack 

of legal knowledge, mostly express their opinions from a 

subjective perspective. Lawyers also need to capture the 

emotions and inner sincerity of the parties through subtle 

observations, guide the parties to express their true demands 

and formulate targeted litigation strategies. Most of these 

cases are in marriage, inheritance and other aspects [7]. In 

civil cases involving more human emotional issues, the func-

tion of LAI is not powerful. Therefore, although LAI has a 

strong ability of deep autonomous learning, it cannot acquire 

empathy and value judgment unique to humans soon. AI 

represents the cold side of the law, while artificial lawyer 

consultation has the warmth of humanity [2]. 

3.2. Uncertainty About Data Reliability 

LAI is generally used by self-deep learning of existing legal 

data and materials, and by mobilizing legal knowledge to 

creatively generate legal conclusions according to the in-

structions issued by lawyers. However, the stability and reli-

ability of the underlying model of existing data operations still 

need to be strengthened, which is mainly affected by subjec-

tive and objective reasons. From a subjective perspective, 

differences in the subjective values of developers affect the 

reliability of data models [7]. The formation of basic models 

requires three stages, namely the collection and screening of 

model data, the training and reward model stage, and the 

manual inspection of model reliability [9]. These stages are 

inseparable from human intervention. Due to differences in 

the values of developers, bias, discrimination, errors, and 

incompleteness are prone to exist in the data, resulting in 

deviations or even misleading output content of specific legal 

data models, which may cause irreparable losses to users. 

From an objective perspective, the richness of legal 

knowledge affects the stability of data models. The diversi-

fication of legal sources and the regionalization of legal con-

tent make legal knowledge rich; LAI cannot fully meet the 

requirements of the richness of legal knowledge, this is 

mainly because the large-scale legal data crawled by LAI 

cannot be equated with the richness of legal knowledge. 

From the perspective of data production, the amount of 

data contributed by young people and users in developed 

countries is significantly higher than that of the elderly and 

developing countries [10]. At the same time, people who 

hold mainstream values and hegemonic views can easily 

produce a large amount of data, while other people with in-

sufficient representation are just the opposite [12]. This 

makes it impossible for LAI to cover a large amount of im-

plicit knowledge and tacit knowledge in the process of 

knowledge absorption and reproduction, and it is also unable 

to identify and absorb local legal knowledge. 

3.3. Insufficiency of Data Security 

LAI is limited by its own technical functions and cannot 

guarantee the reliability of its output results. The data collec-

tion of LAI is limited and has a large amount. From a tech-

nical principal point of view, legal AI uses a large amount of 

labeled high-quality legal data as simulation training corpus-

es, but the reality is that the total amount of data in the legal 

field is very limited, and most of these legal data are pre-

sented in an unlabeled and unstructured form [16], which is 

difficult for computers to directly process automatically. As a 

result, the legal analysis based on pre-training data cannot 

cover the latest legal data and information [14], has a lag, 

and may produce misleading legal opinions, and cannot meet 

the practice needs of lawyer users who try to obtain the latest 

legal knowledge through LAI assistants. 

The generation function of LAI is based on data integra-

tion, but it will not automatically screen data and judge it 

true or false, resulting in the reliability of the generated re-

sults being questioned. For example, during the data acquisi-

tion stage, OpenAI collected hundreds of billions of infor-

mation data resources without the consent of the data holder, 

including a large amount of personal sensitive information. 
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Although it will take desensitization measures such as 

anonymization to prevent information leakage for non-public 

data or private information, it could integrate fragmented 

information into complete personal information, and even 

outline personal portraits, which poses a risk of personal 

privacy leakage [13]. 

In addition, in the process of interacting with lawyer users, 

to achieve accurate services, legal artificial intelligence re-

quires users to actively provide detailed information includ-

ing preferences, personal conditions, etc., and it can grasp 

more user personal information with its powerful storage 

capacity. This information may be shared or sold among in-

dustries when the technology is redeveloped and upgraded, 

resulting in personal privacy infringement. 

4. LAI’s Regulation and Development in 

Lawyers’ Practice 

Faced with the future trend of legal artificial intelligence 

technology being deeply embedded in the legal profession, 

improvements should be made in the following four aspects. 

4.1. To Shape the Interaction of Human and AI 

The harmonious symbiotic relationship between lawyers 

and technology should be taken seriously. The values and 

emotional judgment ability of lawyers should be deeply 

combined with the high efficiency of technology to shape the 

interactive mode between industry people and technology, 

help liberate brain power and optimize the practice mode of 

lawyers. 

Through the above analysis, it is not difficult to find that 

lawyers and LAI have their own strengths in solving legal 

problems. Lawyers can make value judgments and value 

reasoning, so that the solution of legal problems can adapt to 

the rapid changes of society and have flexibility. LAI has 

strong memory and retrieval capabilities, can quickly and 

comprehensively analyze and solve legal problems, and has 

stability. The realization of the envisioned plan is inseparable 

from the efforts of lawyers and technical developers. 

Starting with the lawyers themselves, improving the digital 

technology literacy of lawyers has become the primary task, 

to maximize LAI’s advantages, it is necessary to cultivate 

lawyers' new technical literacy, especially the technical liter-

acy of structured legal prompts, based on maintaining the 

subject status of legal persons. Only when lawyers have 

mastered the ability to accurately describe and solve legal 

problems and comprehensively use prompting technologies 

such as legal provisions, legal cases, and legal explanations 

can they output high-quality answers. 

In addition, from a technical level, injecting legal thinking 

into LAI can empower the development of the legal industry. 

Although consciousness is a product unique to humans, due to 

the high degree of simulation and deep learning capabilities, 

developers can classify information during the data collection 

stage and deliver content with subjective emotions and value 

judgments to the machine. The machine generates content 

output after forming a certain legal thinking mode through 

autonomous learning. When obtaining legal information with 

subjective thoughts such as legal judgment documents and 

lawyers' defense statements, the algorithm technology will 

store this part of the information separately and analyze and 

generate a case-like subject thinking model, which is more in 

line with the lawyer's case-handling thinking and reduces the 

lawyer's reprocessing cost of generated content. 

4.2. To Optimize the Text Generation 

Mechanism and Standardize the Algorithm 

Model 

LAI’s core is the basic algorithm model and text generation 

mechanism, but the problems of algorithm bias and algorithm 

discrimination still exist. The reliability and security of basic 

data need to be strengthened. Correcting the deviations of the 

basic algorithm model and text generation mechanism built 

with massive legal data is of great significance for lawyers’ 

practice. Different ports in the mechanism may lead to dif-

ferent degrees of data security risks, different measures should 

be taken for different ports [2]. 

As far as the input end is concerned, first of all, strictly 

control the passive outbound flow of data. The network is 

convenient and fast, and it is difficult to predict the flow of 

data. Active defense measures should be taken, such as es-

tablishing an overseas network attack monitoring and dis-

patching platform to implement unified management and 

monitoring of important data in the lawyer industry. Secondly, 

to strengthen the market access rules for legal artificial intel-

ligence. We should be cautious about LAI products that re-

quest entry. We must clarify the security assessment rules and 

corpus data acquisition rules. We should also require R&D 

institutions to adopt data cleaning and de-identification tech-

nical means to ensure the accuracy and security of data in-

formation and ensure that the foundation of the data model is 

stable. 

On the computing side, R&D personnel should work with 

senior lawyers, judges and prosecutors to increase the trans-

parency, explainability and accountability of algorithm oper-

ations [2]. Specifically, based on the characteristics of algo-

rithms that are difficult to explain and non-intuitive, the 

principle of algorithm transparency reveals the value judg-

ments behind the output text of LAI, so that the algorithm 

reveals its true face and is accountable. In addition, it is also 

necessary to do a good job of post-event response and pun-

ishment, especially to promote the establishment of reporting 

and rumor-refuting mechanisms on technology platforms [7], 

and to take restrictive measures such as stopping transmission 

for those who illegally spread false and harmful information. 

Senior lawyers can give some feasible suggestions on the 

design of post-event accountability plans, which is convenient 
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for specific applications later. 

As for the output end, there may be a wide range of mali-

cious content generation risks, and it is urgent to optimize the 

governance of the content generation system. Further research 

on algorithms should be promoted to ensure that the data 

generated by them meets ethical and legal standards. Lawyer 

users can feedback maliciously generated content to the legal 

technology service platform. The platform improves its ability 

to monitor, filter and block malicious content by training and 

adjusting models, prevents the emergence of malicious con-

tent, and establishes a blacklist mechanism to record and 

manage malicious content and its disseminators. The industry 

needs to formulate standardized technical standards and im-

plement standardized management from the research, devel-

opment, and application of LAI, so as to improve technical 

security and reliability, promote the generated content to 

comply with public order and good customs and legal provi-

sions, and meet the needs of lawyer users. 

4.3. To Control Data Reliability and Security 

High-quality legal services depend on effective protection 

of data reliability and security. Whether it is a pre-case 

meeting or an in-case defense, lawyers can rely on LAI sys-

tem for auxiliary work, which involves a large amount of legal 

data and personal data. This requires that in the service pro-

cess, we should not only pay attention to the reliability of 

collecting, screening, summarizing and generating data, but 

also effectively protect data security and improve the security 

of data privacy. From the perspective of ensuring data relia-

bility, the goal is to improve the transparency of Generative 

AI (GAI) services and improve the accuracy and reliability of 

generated content. However, it is undeniable that current 

technology is still unable to comprehensively screen and 

verify the authenticity of massive data in LAI’s database. Due 

to the autonomous learning ability and text generation model, 

even if all the database information is true, it is impossible to 

eliminate the LAI’s possibility to generate erroneous infor-

mation. Therefore, it is necessary to solve LAI to generate 

erroneous information. First, LAI’s source and quality should 

be further guaranteed to ensure that the collection and pro-

cessing of data strictly follow legal norms and technical 

standards. Strict supervision and management should also be 

implemented throughout the process of data processing and 

analysis to ensure the reliability of data. Secondly, to clarify 

the responsibility-bearing measures is an effective means to 

solve the problem of false data generated by the system. 

4.4. To Improve Collaborative Governance and 

Regulatory Rules 

Governance requires the participation of multiple parties, 

clarifying the responsibilities and focus of each party in order 

to fill the regulatory gap. The generation process of legal 

artificial intelligence technology mainly involves three groups: 

the state, the platform and the user. The platform includes 

information collection platform, research and development 

platform and service provision platform. It is unrealistic to 

rely on the power of one party for governance and supervision. 

Therefore, all parties need to reach a consensus on the gov-

ernance and supervision goals and systems, perform their 

respective duties, and ensure that the technology can play its 

maximum role in lawyers' practice safely, efficiently and 

conveniently. 

In China, normative documents represented by the “Interim 

Measures for the Administration of Generative Artificial In-

telligence Services”, “Regulations on the Ecological Gov-

ernance of Network Information Content”, “Guiding Opin-

ions on Strengthening the Comprehensive Governance of 

Internet Information Service Algorithms”, “Regulations on 

the Administration of Internet Information Service Algorithm 

Recommendations”, and “Regulations on the Administration 

of Deep Synthesis of Internet Information Services” require 

relevant departments to ensure technological development, 

promptly handle user complaints or reports on services, and 

conduct inspections on services, order rectification and im-

pose penalties on illegal services. 

In the full-scale and full-process supervision of platforms 

and users, we must also maintain a high degree of sensitivity 

to the development of legal artificial intelligence technology 

and have a high ability to predict its possible infringements 

and harms. This undoubtedly puts higher demands on the 

supervision capabilities of relevant national departments, 

which will naturally increase administrative costs and may 

even hinder the progress of technology due to excessive in-

tervention. Therefore, we should focus on developing legal 

artificial intelligence and improving the citizen rights relief 

mechanism. 

LAI’s service platforms should actively improve industry 

technical specifications and standards. Some scholars believe 

that soft laws such as industry self-discipline conventions, 

ethical norms, and standard guidelines are more flexible and 

adaptable, can serve a variety of governance goals, and have 

become the most common form of artificial intelligence 

governance. However, with the continuous development of 

legal artificial intelligence, various technical specifications 

and standards, as well as industry norms such as technical 

ethics of industry associations, are no longer in line with the 

development stage. Therefore, each platform should focus on 

standardizing the technology and industry standards of each 

operating stage of legal artificial intelligence, including but 

not limited to the norms in the work process of each platform 

and the norms for the connection between platforms. For 

example, the standards followed by the information collection 

platform for judging, screening and filtering malicious con-

tent should be updated with the changes of the times. 

Lawyers should improve their own technical control capa-

bilities and consolidate the foundation of legal professional 

knowledge, cultivate the ability to identify generated content, 

and actively feedback malicious and erroneous knowledge 
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content to the platform, help the platform improve the infor-

mation feedback and technology optimization system, and 

achieve a qualitative leap [6] in technical content through dy-

namic adjustment. According to the user agreement, the correct 

use of technology to empower lawyers to practice, and shall not 

use technology to induce others to commit crimes and infringe 

on the rights and interests of others. Finally, lawyers should 

abide by the leading role in legal knowledge verification and 

legal knowledge innovation. Since law itself is an intellectual 

activity with critical thinking as its core, lawyers are essentially 

required to maintain a leading role in legal practice. Therefore, 

in the face of diversified practice scenarios, lawyers should 

look at the generated content of legal artificial intelligence 

dialectically, use critical thinking to think independently and 

make self-calibrated legal knowledge judgments, and draw 

reasonable legal conclusions. 

5. Conclusion 

LAI provides powerful technical means for legal practice. 

It cuts into cognitive patterns, behavioral costs, growth paths, 

internal and external structures, resource allocation and in-

ternational participation at the same time, realizing compre-

hensive and efficient technical capabilities for the legal field, 

and further transforming the traditional legal service model 

based on experience into a digital legal service model based 

on technology. 

In the future, we need to avoid the digital divide and achieve 

further iteration of legal artificial intelligence by strengthening 

the supply of high-quality legal data and building a dynamic 

adjustment mechanism based on judicial big data and a rein-

forcement learning mechanism based on knowledge feedback 

from lawyers. The lawyers' practice group and the technology 

development group need to go hand in hand, organically inte-

grate the evolution law, technical logic and legal spirit and legal 

knowledge, optimize the text generation mechanism and algo-

rithm model, improve the collaborative governance and super-

vision path, and promote the new process of LAI empowering 

lawyers' practice on the basis of maintaining the independent 

personality and emotional thoughts of lawyers. When the legal 

profession group works together, continuously and dynami-

cally adjusts artificial intelligence to understand and follow the 

practice law of lawyers, conforms to the practice characteristics, 

locates and plays the role of assistants, and maximizes the 

technical advantages of legal artificial intelligence, can we 

meet the scene needs of legal practice under the premise of 

following the practice law of lawyers, assist lawyers in making 

accurate legal decisions, and comprehensively improve the 

quality of lawyers. 
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