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Abstract 

Temperature, as a critical element of weather forecasting, has consistently attracted extensive public attention. Accurate daily 

temperature prediction is essential for mitigating economic losses, preventing casualties, and maintaining public safety. 

However, traditional temperature prediction methods often fail to forecast the temperature promptly and effectively. To achieve 

more accurate daily temperatures prediction, researchers have turned to the recent advancement of artificial intelligence. This 

study aims to address the prediction of daily temperature in Algiers, by developing a stacking-based ensemble model. Firstly, the 

data normalization method is employed to preprocess the raw temperature data of Algiers in the experiment. Secondly, Decision 

Tree, K-Nearest Neighbors, Linear Regression, Random Forest, Recurrent Neural Network, and Support Vector Regression are 

selected as base models to predict the daily temperature. Finally, a stacking-based ensemble model with Recurrent Neural 

Network as the meta regressor (S-RNN) is applied for further accurate prediction. The experiment involves evaluating multiple 

metrics on the dataset to assess the performance of the model in predicting daily temperatures in Algiers. The experimental 

results indicate that the ensemble model outperforms other base models in addressing the challenges of daily temperature 

prediction. Meanwhile, this study confirms the significant potential in the application of stacking-based ensemble learning in the 

field of daily temperature prediction. 
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1. Introduction 

In recent years, the rapid development of modern industry 

has significantly contributed to climate change and global 

warming, which are among the most critical global changes 

observed and projected for the 21st century. These phenom-

ena have become particularly pronounced over the past 65 

years [1]. As a fundamental component of climate forecasting, 

daily temperature prediction plays a significant role in en-

suring public safety [2]. Therefore, to protect human life and 
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property, providing accurate prediction of daily temperature is 

a matter of urgency. 

In the past, traditional statistical methods were commonly 

used to predict daily temperature. However, these methods 

often faced challenges due to the nonlinearity and seasonality 

of temperature changes [3, 4]. In addition, their high compu-

tational costs also limit their predictive ability [2]. Recently, 

advancements in artificial intelligence technology have facil-

itated the development of advanced prediction models capable 

of accurately monitoring and predicting daily temperature 

fluctuations, effectively capturing complex nonlinear rela-

tionships. In this study, a multi-model fusion method through 

stacking-based ensemble is proposed for predicting daily 

temperature accurately. Firstly, after normalizing the data, 

different basic prediction factors are obtained through six 

basic prediction models: Decision Tree (DT), K-Nearest 

Neighbors (KNN), Linear Regression (LR), Random Forest 

(RF), Recurrent Neural Network (RNN), and Support Vector 

Regression (SVR). Subsequently, the multi-model fusion 

method is employed to integrate these foundational predictors 

into a stacking-based ensemble model with Recurrent Neural 

Network as the meta regressor (S-RNN). In the experiment, 

the performance of the ensemble model and six base models is 

compared on a dataset of daily temperatures from Algiers. 

The experimental results indicate that the proposed model 

performs better than other base models in predicting daily 

temperature. 

The remainder of this paper is organized as follows. Section 

2 reviews the research achievements of previous researchers 

on daily temperature prediction and ensemble learning. Sec-

tion 3 explores the process of data preprocessing and the 

method of integrating the proposed model. In section 4, the 

experimental setup is detailed, and the experimental results 

are analyzed. Section 5 summarizes the conclusions drawn 

from the experiment and provides potential research direc-

tions for the future. 

2. Related Work 

2.1. Daily Temperature Prediction 

The significance of daily temperature prediction has driven 

researchers to consistently explore and develop various re-

search methods. Traditionally, daily temperature prediction 

depends on Numerical Weather Prediction (NWP) [3] and 

Model Output Statistics (MOS) [4]. However, with the en-

hancement of forecast resolution, traditional temperature 

prediction methods have incurred higher costs and greater 

time demands. Simultaneously, the difficulty of these predic-

tion methods necessarily results in deviations from traditional 

statistical methods that rely on historical observation data [5]. 

These methods typically predict future daily temperatures by 

describing the linear relationship between historical daily 

temperature observation data and future daily temperatures, 

often overlooking the consideration of the complex nonlinear 

relationship between them. 

With the rapid development of artificial intelligence tech-

nology, machine learning methods have been widely applied 

in temperature prediction due to their ability to model com-

plex nonlinear relationships and significantly improve pre-

diction accuracy. For instance, Abdel-Aal and Elhadidy [6] 

proposed the abductory induction mechanism (AIM) to pre-

dict the daily maximum temperature in Dharan, Saudi Arabia, 

achieving an accuracy 77% higher than the local official pre-

diction. Paniagua-Tineo et al. [7] applied SVR to the daily 

maximum temperature prediction problem within a 24-hour 

range and obtained accurate results. Krenn et al. [8] discov-

ered that pure machine learning methods have enormous 

potential to predict the future of artificial intelligence. 

Previous literatures have demonstrated that machine 

learning methods can effectively predict daily temperatures. 

In this study, six traditional machine learning models with 

good predictive performance are selected to predict daily 

temperatures. To further enhance prediction accuracy, the 

stacking-based multi-model fusion method is adopted to in-

tegrate the six base predictors to construct an ensemble model. 

Furthermore, a RNN is employed as the meta-regressor due to 

its high flexibility and adaptability. 

2.2. Ensemble Method 

In machine learning, the ensemble method has gained wide 

attention through, combining several base models to form a 

more powerful model than its constituents [9]. The most 

widely used ensemble techniques include averaging, bagging, 

random forest, boosting, and stacking [10, 11]. Among them, 

stacking appears to be particularly efficient, as it can combine 

heterogeneous base models and optimize predictions through 

training meta-models [12]. Compared to other ensemble 

methods, stacking generally demonstrates excellent perfor-

mance. Consequently, this technique is extensively applied in 

addressing a variety of prediction challenges, including min-

eral exploration prediction, temporal network link prediction, 

and GDP growth forecasting [13-15]. 

In recent years, numerous studies have focused on utilizing 

ensemble methods for predicting temperatures. For example, 

Jose et al. [16] achieved excellent performance in predicting 

daily precipitation and temperature by using six machine 

learning models for multi-model ensemble. Li et al. [17] 

proposed a machine learning ensemble model to provide 

technical support for temperature prediction at twelve mete-

orological stations in Ontario. Bihlo [18] advanced an inte-

grated weather forecasting system based on deep learning 

models and successfully predicted the seasonal temperature 

changes in the town of Innsbruck. 

Accurate prediction of daily temperature can provide val-

uable information for social and economic activities, ensuring 

public health, and enhancing current production efficiency. 

However, few studies have employed the stacking-based 

ensemble method to daily temperature prediction studies. 
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Considering the superior performance of the stacking en-

semble method, this study adopts the stacking ensemble 

method to integrate the selected six base prediction factors to 

effectively forecast the daily temperature of Algiers. 

3. Methodology 

3.1. Dataset Description 

The dataset used in this study consists of daily temperature 

records detected in Algiers, including 9262 records detected 

between 1 January 1995 and 9 May 2020. This dataset is availa-

ble on the data science and machine learning platform Kaggle
1
. 

3.2. Dataset Preprocessing 

Due to missing values in the dataset, mean imputation was 

used to maintain data integrity by replacing the missing values 

of daily temperature with the mean. Additionally, data nor-

malization, as a preprocessing method, was applied to scale 

the values of a dataset to a common range in order to reduce 

feature bias [19]. This study uses Z-score normalization to 

convert data into a standard normal distribution   with zero 

mean   and unit standard deviation using the following Eq. 

(1). 

( )







x
X normalized                (1) 

 
Figure 1. Framework of the proposed model. 

3.3. Ensemble Model 

The workflow of the proposed ensemble model in this 

study is shown in Figure 1. 

(1) Data partitioning is a fundamental operation used to 

manage and process data on a computing cluster [20]. 

After preprocessing the dataset, to rigorously evaluate 

model performance, the dataset was partitioned into 

three subsets: 64% for training, 16% for validation, and 

20% for testing. The training set was used to construct 

the base model and validation set to optimize parame-

ters, while the test set is used to assess the performance 

of the proposed ensemble model. 

(2) After considering the characteristics of daily tempera-

ture data in Algiers, this study chooses six machine 

learning models including DT, KNN, LR, RF, RNN, 

and SVR, for training and optimization. 

(3) In the initial phase of the stacking-based ensemble 

model, predictions generated and optimized by six base 

models were concatenated. Subsequently, a me-

ta-regressor was employed in the second phase to inte-

grate previous trained optimal base predictors. Then the 

previous predicted data was used as input to test the 

training of the meta-regressor and evaluate the output 

results. The RNN with excellent flexibility and high 

continuity was selected as the meta-regressor. 

4. Experiments 

This section describes five evaluation metrics for assessing 

the predictive performance of base models and ensemble 

learning model. In addition, it analyzes and discusses the 

experimental results of daily temperature prediction across all 

models. All models and methods were implemented using the 

Python programming language. 

4.1. Evaluation Metrics 

Three statistical metrics have been proposed to evaluate the 

base models and the stacking-based ensemble model. These 

metrics can accurately reflect the predictive ability of the 

models, comprehensively capture various aspects of perfor-

mance, and are calculated using the following Eqs. (2-6). In 

the equations, iY  (1 i n ) and ˆ
iY  (1 i n ) respectively rep-

resent the observed and predicted daily temperature data of 

Algiers within the same time range, where n denotes the size 

of test samples. In addition, the lower value obtained by the 

equations indicates better prediction performance. 

(1) Mean Absolute Error (MAE) represents the average 

absolute difference between the predicted and actual 
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values, as illustrated in Eq. (2). 

1

1 ˆMAE
n

i i

in 

  Y Y                 (2) 

(2) Mean Absolute Percentage Error (MAPE) represents 

the average absolute percentage difference between the 

predicted and actual values, as shown in Eq. (3). 

1

ˆ1
MAPE 100%




 

n
i i

i in

Y Y

Y
                (3) 

(3) Mean Square Error (MSE) represents the average of the 

squared differences between the predicted and actual 

values, as illustrated in Eq. (4). 

2

1

1 ˆMSE = ( )



n

i i

in
Y Y                   (4) 

(4) Root Mean Square Error (RMSE) represents the square 

root of the average of the squared differences between 

the predicted and actual values, as shown in Eq. (5). 

2

1

1 ˆRMSE = ( )



n

i i

in
Y Y                  (5) 

(5) R-squared (R2) represents the accuracy of the model’s 

prediction on a scale of 0 to 1, as illustrated in Eq. (6). 
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4.2. Experimental Results and Discussion 

Using the above evaluation metrics, Table 1 provides a 

detailed comparison of the test sets of seven machine learning 

models including DT, KNN, LR, RF, RNN, and SVR and the 

proposed S-RNN model. The bold font indicates the optimal 

value. To present the evaluation results more clearly, the 

prediction results of all models are depicted in the form of 

horizontal bar charts, as displayed in Figure 3. 

Table 1. Evaluation results of seven models on daily temperature 

dataset. 

Metrics MAE MAPE MSE RMSE R2 

KNN 4.6125 0.0356 243.1730 15.5940 0.3268 

DT 4.3914 0.0305 273.1942 16.5286 0.2436 

RF 4.2121 0.0312 232.4634 15.2467 0.3564 

SVR 4.2982 0.0349 318.5404 17.8477 0.1181 

RNN 6.6293 0.0677 272.2388 16.4997 0.2463 

LR 4.5740 0.0416 251.9320 15.8724 0.3025 

S-RNN 4.1078 0.0304 230.4045 15.1791 0.3621 

In addition, the radar chart illustrates the performance dif-

ferences between various models. To more clearly represent 

the performance differences, the R2 values in Table 1 were 

normalized within the range of [0.2, 1], and the data for the 

other four indicators were first calculated by taking the re-

ciprocal and then normalized to the range of [0.2, 1]. The 

processing results are shown in Figure 2. 

 
Figure 2. Radar map. 
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Through Table 1, Figure 2, and Figure 3, the experimental 

results can be visualized. Under the five evaluation metrics of 

MAE, MAPE, MSE, RMSE and R
2
, the stacking-based en-

semble model outperformed the other six base models in 

predicting daily temperature in Algiers. Therefore, it can be 

concluded that the multi-model fusion method through 

stacking-based ensemble demonstrates superior accuracy and 

stability upon evaluation against the base models. 

 
Figure 3. Evaluation results. 
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5. Conclusion 

Accurate daily temperature prediction can provide strong 

assurances for production, daily life, and public safety. This 

study proposes a multi-model fusion method through stack-

ing-based ensemble. The experimental verification of daily 

temperature in Algiers according to multiple evaluation in-

dicators demonstrates that the proposed S-RNN model out-

performs the basic models in predicting daily temperature. 

However, the current research also highlights the necessity 

for further investigation and refinement in certain areas. 

Firstly, in the selection of base models, several deep learning 

models such as Multilayer Perceptron, Convolutional Neural 

Network, and Long Short-Term Memory can be appropriately 

added to improve the scalability of predictions. Secondly, 

during the training and optimization stages of the base pre-

dictors, Bayesian optimization methods can be applied to 

optimize the hyperparameters of the base models. Thirdly, 

more evaluation metrics can also be considered to assess the 

performance of the predictors, so as to achieve more com-

prehensive evaluation results. Moreover, the proposed mu-

ti-model fusion method through stacking-based ensemble can 

also be employed to forecast other climate phenomena such as 

rainfall, wind speed, and pressure or to address other predic-

tion tasks in other fields including air pollution prediction, 

traffic flow prediction, and stock price prediction. Meanwhile, 

considering the scarcity and high cost of labeled data, ex-

ploring the application of unsupervised learning (e.g., 

self-encoder, cluster analysis) and semi-supervised learning 

techniques in predictive models can effectively utilize unla-

beled data to improve the generalization ability and learning 

efficiency of models. 
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