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Abstract: The world has become a global village, as the digital age has increased our interconnectedness. A crucial 

component in this digitalization era is personal information-based data or big data; literally, the string that connects many 

modern devices and web applications most people today cannot live without. Accordingly, a reinforced consciousness drive 

towards personal data protection is pivotal. This is the core of this article, and our focus is Africa. On the one hand, it can be 

argued that African legal regimes contribute to a situation where laws are either unnecessarily delayed or, if they exist, do not 

necessarily address the peculiar circumstances of the clime, but rather use a 'cut and paste' approach. On the other hand, there 

is the question of how much responsibility individuals impose on themselves, in terms of safeguarding their personal 

information when exploring the digital age, we live in. This article takes a comparative approach to consider both factors, 

emphasizing the critical need for improved privacy consciousness in African countries, as the number of its people using smart 

devices, the internet, and other data-based applications, grows. The work is particularly relevant, considering that primary data 

protection laws are evolving in the region. 
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1. Introduction 

Laws have long existed to guarantee privacy or private life, 

central of them the universal human right to privacy. 

However, with respect to its coverage of this relatively ‘new’ 

class of privacy – personal data, the realities of the digital age 

have subjected that right to questioning in some jurisdictions. 

Hence, some jurisdictions have beyond the traditional right to 

privacy, further created and adopted a new class of 

fundamental right – the right to data protection. The Charter 

of the fundamental rights of the European Union provides for 

this in Article 8. It has been argued that although the two 

rights are distinct, they heavily overlap [53]. 

There have been instances where even the jurisprudence in 

the EU is seen to oscillate between the interpretation of 

private life as including the protection of personal data 

sometimes and other times, not including [43]. Nevertheless, 

with the provision of Article 8 of the CFREU, the rights 

stand demarcated and are to be treated so. As a result, the 

discussion over whether or not data protection could be 

regarded a fundamental right is rendered moot. Where there 

are no demarcations and no ambiguity, data protection can be 

effectively argued to fall under the right to privacy or not, 

depending on the facts of each instance. In Nigeria for 

instance, the court decisions have oscillated between both 

arguments and the position whether personal data breaches 

must be accommodated under the right to privacy enshrined 

in section 37 of the 1999 Constitution of the Federal 

Republic of Nigeria (“CFRN”), remains largely undefined. 

For example, on the one hand, in the case of Incorporated 

Trustees of Digital Rights Lawyers Initiative v. The National 

Identity Management Commission, LPELR – 55623 (CA, 

2021) [24], the Nigerian Court of Appeal held that the right 

to privacy under Section 37 of the CFRN ought to be 

interpreted expansively to include protection of personal data 
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under the Nigerian Data Protection Regulation (“NDPR”). 

On the other hand, in the unreported case of Incorporated 

Trustees of Laws and Rights Awareness Initiative v. The 

National Identity Management Commission, Suit No. 

FHC/AB/CS/79/2020, the Federal High Court of Nigeria held 

that breach of a Data Subject’s right under the NDPR is not 

(necessarily) a breach of the right to privacy under the CFRN. 

Whether as part of the right to private life or on its own as 

the right to data protection, data protection rights are today 

more popular than they were a little less than a decade ago. 

With the emergence of the GDPR, many jurisdictions across 

the globe have sought to define or modify their own data 

protection regimes. Given the pervasiveness of personal 

information today, as well as its immense worth, it is crucial 

that individuals understand not only the reality of the digital 

age in terms of their data but also their rights or remedies 

existing to safeguard undue exploitation of this data. Our 

main objective, therefore, is to give an assessment of the 

value of personal data, geared towards increased privacy and 

data protection consciousness in African countries, 

particularly. Our hypothesis is that there is an 

underestimation of the value of Personal Information (PI) by 

users in some cases, in other cases, no interest in knowing at 

all. Where however, there may be some estimation, we 

hypothesize that individuals do little or nothing to maximize 

the potential value of their personal data. We therefore call 

for further research for data protection legislation in African 

countries, nuanced by provisions enabling models for 

maximizing the value of PI, whether in a monetary sense or 

otherwise. Moreso, as many African countries are still in the 

stages of developing primary laws for the subject matter. 

There are two parts to this article. Part one emphasizes the 

importance of personal data to individuals and then to tech 

giants. Part two will go on to discuss the potential threats and 

risks in today's technologically driven world, to paint a 

picture of what people face when they (in)voluntarily give 

away their PI, sometimes in exchange for something they 

believe is reasonably valuable in comparison to what is given 

away. It will then analyse African countries' efforts to solve 

these concerns through various legal frameworks. We 

conclude our thoughts by addressing the 'privacy paradox,' in 

which individuals have a behavioural pattern that contradicts 

their theoretical claim to privacy, and thus argue for greater 

individual responsibility. 

2. The ‘Gold’ in Personal Data 

Most of the new and trending technologies of the 21st 

century heavily rely on data to run. These technologies 

typically collect, store, or share personal information 

belonging to users. For example, the Internet of Things (IoT) 

which refers to a concept of connected objects and devices of 

all types over the Internet wired or wireless [71]. IoT relates 

to the ability of devices and objects to connect to the internet 

to essentially send and receive data in a more advanced 

manner than we have been accustomed to. These devices 

typically carry built in wireless internet connectivity for them 

to communicate. Home automation systems, home appliances 

and even certain medical devices show how this 

technological phenomenon has been impactful [48]. With the 

number of connected smart devices projected to rise to a 

number between 20 and 50 billion from the year 2020 [45], 

the implication is that an increasingly high number of devices 

will have the capability of connecting to the internet, ranging 

from personal devices and gadgets such as refrigerators, 

doorbells and toys, to office computers and devices. In the 

past, Africa was said to have a slow rate of adopting IoT 

compared with other continents [57]. Only short of a decade 

after, the projections of an increase in IoT revenue which is 

invariably linked to adoption, is not a surprise, considering 

the population of some countries in the continent [39]. The 

stats by GlobalData show the rate of IoT growth in Africa, 

like its middle eastern counterpart. Similarly, the statistics by 

Statista show an upward trajectory for IoT revenue in Nigeria 

[36] and in South Africa [37], with their IoT market’s largest 

segments being smart home technologies. The implication is 

that the IoT phenomena is becoming increasingly popular in 

Africa, with the potential widespread use of IoT devices and 

these IoT gadgets generate a massive amount of data, 

belonging to users. 

Additionally, Africa as with most other parts of the world, 

is experiencing a mind-blowing increase in the number of 

internet users. As of April 2022, there were five billion 

internet users worldwide, amounting to sixty three percent of 

the global population. Out of this number, 4.65 billion or 

over 93 percent were social media users [38]. Bringing it 

home to Africa, Nigeria the most populated in the continent 

and one of the most populous in the world has a record of 84 

million internet users with an internet penetration amounting 

to 38 percent of its population. Almost 81 million out of the 

84, is said to be mobile internet usage. Its South African 

counterpart has about 80% of their population recorded as 

internet users. These numbers are not far-fetched. Today, 

there is a proliferation of applications that individuals are 

hooked on, whether for business, research, or pleasure. In 

this ‘addiction’ to the applications lie the gold, the 

applications themselves, the ‘mining’ field; technology firms 

the ‘miners.’ The big technology firms like – Google, Apple, 

Facebook, Amazon, Microsoft (GAFAM) arguably, the 

biggest participants. 

A common business practice that prevails with GAFAM 

and even smaller tech firms, is advertising. An interesting 

New York Times piece refers to it as “the central villain” of 

the internet that needs to be restrained [50]. Indeed, the 

digital advertising business is the gold mine that transforms 

raw gold - latent attention, into fine gold – real or literal 

wealth, put in the coffers of the tech businesses. Digital 

advertising operates by targeted advertising which is a type 

of marketing strategy that involves tracking people’s online 

behaviour to show people, individually targeted 

advertisement. It involves monitoring people’s online 

behaviour and using the collected information. Information 

about millions of people is collected for this purpose. For 

instance, in 2015, Facebook said it had 1.55 billion monthly 
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active users, today in 2022, it is roughly 2.96 billion [75, 26]. 

Google as at 2013, said it had 90% of Internet users 

worldwide within its reach [52]. Targeted advertising has its 

good and its ugly sides. As consumers, people make satisfied 

purchases, faster and sometimes cheaper. On the flip side, it 

can be misused for example, for discriminatory practices, 

digital propaganda, etc. The scope of this article limits us 

from discussing all these, extensively. 

The power for surveillance held by the internet and by 

extension actors in the business, is huge. Just as with private 

actors, for state actors too, the unimaginable extent of 

personal information out there should not be 

underemphasized. In the US case of State of Arkansas v. 

James A. Bates, Case No. 2016-370-2 (Ark. Cir), the 

defendant was charged with first-degree murder with the help 

of evidence collected by his Amazon Echo smart speaker. 

Although the prosecutors later dropped the charges against 

him, the case raises privacy issues such as ownership of 

personal data collected from personal devices in light of 

criminal allegations against the device owner. In that case, 

Amazon initially declined to share data from its servers 

noting that the company will not release customer 

information without a valid and binding legal demand 

properly served on them, although they eventually released 

the information after Bates consented to the release. While 

the case revealed that the records of the smart speaker are 

stored in Amazon servers, it also exposed the ambiguities in 

existing laws to define when control of personal data passes 

from the owner of an IoT device to appropriate authorities. 

Similarly, in an interesting trial popularly known as the 

“fitBit trial – State of Connecticut v. Richard Dabate, TTD-

CR17-0110576-T (JD Tolland, 2022), a jury has now 

recently found Richard Dabate guilty of murdering his wife 

in 2015 at their home. Here also, a fitness wearable 

belonging to the victim provided specific details to the police 

in charging the victim’s husband who had a contradicting 

version of the events surrounding her death. State police, 

doubtful of Dabate’s story conducted a detailed investigation 

which included obtaining data from Connie Dabate’s (the 

victim) Fitbit, posts to social media and data from their 

home’s alarm system. 

While the revelation in some of these cases have been 

invaluable in tacking criminal activity and pursuing civil 

claims, this article focuses on the consequential privacy 

issues raised in them. Many times, data collected for public 

and national security purposes constitute personal data, 

which raises a conflict between two key interests - security 

and data protection [27]. Again, we are limited by the scope 

of this article only to analyse the latter, as it relates to the 

value of personal data to private actors. The overarching 

point to note however, is that technologies and businesses 

today depend on the personal information of individuals to 

thrive, and with the widespread usage of the internet and IoT 

devices, personal data is almost inevitably disclosed, used, 

and collected. These data can be used to establish what we 

are interested in, where we go, our intentions, etc. While this 

can provide great opportunities for improved services, it must 

be weighed against our desire for privacy. 

3. The Value of PI from the User’s 

Perspective 

The reality of the digital age necessitates a better 

understanding on the part of owners of PI, of the intricacies 

of their ownership. Ownership in this context is drawn from 

its very definition. Used interchangeably with the term 

personal data, PI has been defined similarly, across countries, 

to be “information relating to an identified or identifiable 

individual” [30]. The similarity in definition is found for 

example in transnational policy instruments such as the 1980 

Convention for the Protection of Individuals with regard to 

Automatic Processing of Personal Data; the 1981 OECD 

Guidelines for the protection of privacy and transborder 

flows of personal data, etc. The definition of personal data 

given by the gold standard GDPR is “any information 

relating to an identified or identifiable natural person (‘data 

subject’); an identifiable natural person is one who can be 

identified, directly or indirectly, in particular by reference to 

an identifier such as a name, an identification number, 

location data, an online identifier or to one or more factors 

specific to the physical, physiological, genetic, mental, 

economic, cultural or social identity of that natural person.” 

3.1. Demystifying the Concept of PI 

The challenge with the GDPR definition of personal data 

above, is that, as new technologies push the bounds of data 

protection, identifying a person has gotten more difficult. 

Debates over these complexities continue, resulting in varied 

provisions in various countries' laws and even the literature. 

For example, the Dutch data protection authority considers 

face detection in relation to smart billboards to be personal 

data processing, whereas its Irish counterpart does not [63]. 

The meaning of identifiable under the GDPR (which is 

similar to the provisions of the data protection Directive 

95/46/EC) [25], has been argued to be too broad, especially 

after the decision of the Court of Justice of the European 

Union (CJEU) in the 2016 Patrick Breyer v. Bundesrepublik 

Deutschland case, Case No. C-582/14 (Sec. Ch. 2016) [16], 

where the court took the position that a dynamic IP address 

in the hands of a website publisher is a piece of personal data, 

if the publisher has the legal means enabling it to identify the 

visitor [9]. The decision in the case suggests that data will 

continue to be personal even if legal means are required to 

make a person "identified." This does suggest a very broad 

definition of "identifiable," which contrasts with the 

narrowing approach on identification provided by the Article 

29 Working Party (WP), an independent European working 

party that dealt with issues relating to the protection of 

privacy and personal data until May 25, 2018, when the 

GDPR went into effect. 

With regards to information relating to a natural person 

that is “identified or identifiable”, the WP considers “a 

natural person as “identified” when, within a group of 
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persons, he or she is "distinguished" from all other members 

of the group. Accordingly, the natural person is “identifiable” 

when, although the person has not been identified yet, it is 

possible to do it (that is the meaning of the suffix "-able")… 

[80]. The approach of the WP is to ‘zoom in’ to identify an 

individual beyond just a name, for instance. Regrettably, 

while the GDPR itself is binding, the opinion of the WP, 

though influential, are not necessarily binding, raising 

questions of how identification under the GDPR itself should 

be interpreted or understood [63]. Clearly in Breyer, the 

WP’s interpretation of identification appeared to have been 

ignored. 

Additionally, some commentators have argued against the 

uncertainty raised by certain data, proposing the need to 

modify the definition of PI in light of current trends and 

realities. Eloise Gratton refers to the uncertainty raised with 

IP addresses and the varying schools of thought as to whether 

IP addresses constitute personal data, citing oscillating court 

judgements in the same jurisdiction – France [30]. John 

Thompson argues that the borders between private (personal) 

and public are highly contested and contestable [42]. Others 

have argued against the notion of personally identifiable 

information. Purtova also argues that due to the dynamic 

approach to the definition of personal data (especially 

adopted in Europe), the lines between personal and non-

personal data can get blurry, creating a difficulty to relate the 

data to an identifiable natural person [62]. Ziegeldorf et al 

argue that there are ambiguities in existing legislation 

regarding the notion of personally identifiable information 

(PII) [84]. These arguments largely spring from the nature of 

the cyberspace which indeed, is the most natural habitat for a 

fluid dissemination of personal information [14]. 

3.2. Estimating the Value of PI 

The implication of the foregoing discussion is that where 

however, an individual can be identified or identifiable 

through information relating to him/her, then that information 

may be classified as personal data. What identifies an 

individual could arguably be as simple as a name, a number 

or an IP address or a cookie identifier, etc., giving quite a 

wide spectrum. However, the focal point is that, with 

prevailing technological realities and modern practices, 

ownership of personal data becomes more complex to define 

and manage. Notwithstanding, from the viewpoint that PI can 

be ascertainable one way or the other (more so, by legal 

interpretation), regardless of its fluid nature, its ownership 

must then be duly recognized and respected, with lawful 

transfer complied with. However, the practises of today's big 

techs raise the critical problems of what constitutes legal and 

lawful transfer of PI, and to what extent is compliance with 

such rules observed? We now explore the topic of transfer as 

a basis for benefiting from the value of PI, having discussed 

the worth of PI extensively in part 1 of this essay, and with 

an attempt here to additionally highlight the foundation for 

ownership. 

Data has been defined to be a digital representation of 

information and to have several classifications, including 

personal data which forms the basis of the discussion in this 

article [64]. As data is defined by information, they are 

therefore considered closely linked. With respect to what 

forms information, we find the “functional" approach to 

defining information adopted by Purtova and Maanen, 

interesting. According to them, information is not defined by 

what it is, but by what it does [64]. Their analysis is used to 

define under what circumstances data can be considered as 

an economic good; for instance, whether as non-rivalrous, i.e., 

used infinitely; or excludable, i.e., where access to it may be 

blocked by technological means such as encryption; etc. 

They further reasonably argue that the realities of 

technological advancements nowadays, make allowance for a 

(data) pools settings, in which data can be managed, akin to 

walled gardens or clubs where access is granted to paying 

customers only for example, and all others excluded from the 

benefits of membership. This is not to say that excludability 

fully deals with the issue of free access to personal data, 

especially by GAFAM, but that at the least, individuals can 

have the option of barricading unauthorized and illegal 

access to their data, in the form of security measures and 

legal prohibitions, which then makes data excludable. 

This analysis is relevant to our discussion to the extent that, 

it is agreeable that data may be excludable, and, on that basis, 

the owner of data can sufficiently regulate the transfer 

thereof, depending on their judgement of what they stand to 

benefit. Value is estimated by what the owners of PI are 

willing to receive in exchange for their PI. The value could 

also be determined by what owners of PI are willing to pay to 

protect their information. A survey [70] which gathered 

responses from 5,000 adults in six countries: Australia, 

Germany, Japan, New Zealand, the United Kingdom (UK) 

and the United States (US) revealed that 39% liked the idea 

of monetary compensation from a company for sharing their 

personal data. 20% claimed they most value product 

discounts. Although 91% of survey respondents worry about 

the potential abuse of their personal data, some are interested 

in financial compensation, others prefer greater convenience 

in using services and more responsive customer service and 

support in exchange for sharing their personal data with a 

company. Money interestingly tops the list. 

Consequently, consent to transfer PI in exchange of 

benefits, whether monetary or otherwise becomes pivotal. 

Whether a person chooses to transfer their PI is then totally 

up to them and what they want; and consent becomes truly 

central [44]. The import of consent for instance, is that 

websites and embedded third parties obtain the requisite 

approval to collect, process, and share individuals’ personal 

data [47]. However, despite the regulatory and compliance 

measures put in place by regulators and site owners 

respectively, compliance to consent requirements remain on 

shaky grounds [47]. Research in the past has shown that 

online services go as far as often deceiving users to obtaining 

their positive consent [51]. Consent is therefore crucial in the 

consideration of value of PI, to a consumer, as well as in the 

general discourse on privacy and data protection in Africa. 
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4. The Value of Pl to Private Actors 

In the digital ecosystem, personal data means different 

things to the players - tech companies, their intermediaries, 

and the consumers. For tech companies, the value of personal 

data to their business has been particularly emphasized by 

these peculiar business entities' meteoric rise and dominance 

in world politics and economy in the last decade. Tech 

companies (especially Big Tech) now control the services 

and products narrative as much as they dominate political 

economies [7]. The value derived by private actors from their 

routine accumulation and control of personal data will be 

discussed under two subheadings of monopolistic or anti-

competitive interests and the ‘assetization’ of personal data 

for profits. Even though the latter is sometimes waved off as 

a negligible portion of the broader problems, it underscores 

the insufficiently unanalysed risks or detriment that legal or 

untoward harvesting of personal data poses to consumers [6]. 

4.1. Assetization of Personal Data from a Business 

Perspective 

Within the context of the value propositions from the 

collection of personal information rather than a fixation on 

the property rights assertible by consumers, this section is 

concerned with the granular benefits that private actors (and 

their prospective investors) derive from their collection and 

access to consumers’ personal data without necessarily 

laying claim to the ownership of the database as an asset 

itself [4, 31, 33, 41]. 

Access to consumers’ online activities and their 

engagement on various platforms translate into quantifiable 

assets which tech companies and their investors utilize for 

varying business objectives [8]. Just like choses in action, 

personal data are viewed by tech companies as intangible 

assets [61]. The asset in personal data from business 

perspective appears in two transactional realities: first, it 

represents the product when used for varying business 

revenue-generating purposes and secondly, it is the lifeblood 

of corporations which economic activities depend on [45] 

hence, the expression - data is the new oil [40]. For 

companies with the business model of operating search 

engines or social media site, personal data gathered across 

these various platforms have become products which are sold 

to potential investors. From the business perspective, 

monetizing personal data amassed through technology, these 

companies have become ‘the energy or new money of the 

digital world’ [68]. 

4.2. Transactions in Personal Data Markets 

The commodification of personal data is further 

accentuated by the ‘establishment’ of personal data markets. 

In these invisible markets, as a business model, companies or 

data brokers auction the personal data of millions of web 

users collected using various platforms [69]. A study 

conducted by Bolton Consulting Group speculated that 

personal data markets can generate 330 billion Euros in 

economic value to companies in Europe and this figure, by 

extension includes that of Africans [76]. While these 

personal data markets are invisible and largely unstructured, 

data brokers play the role of intermediaries connecting 

parties and facilitating transmission for the exchange of 

users' personal data which may include their profiles and life 

stories shared on social media [3]. 

To maximize profits accruable from use and sale of 

personal data, companies invest in software that ease the 

harvest, appropriation, and storage of consumer data as the 

stock-in-trade for these businesses [67]. These invisible 

markets control digital economics, remain largely 

unstructured and in 2017, the estimated revenue per user was 

valued at 56 US dollars with the African valuation slightly 

lower [83]. The market itself is a network that facilitates the 

production of personal data by various systems 

predominantly driven by commercial forces with the 

sometimes unconscious participation of users [72]. 

4.3. Secondary Layer-Value from Aggregation and 

Analytics 

4.3.1. Aggregation for Anti-Competition Purposes 

The proliferation of social media platforms and online 

advertising facilitates the mass collection of online 

consumers’ personal data and behavioural patterns. As a 

matter of business routines, (large) corporations gain access 

to their customers' personal data and online transaction trails 

which information are converted to different uses subject to 

their respective business models. The dynamics of all these 

are not lost on African markets as GAFAM are estimated to 

hold massive data of African residents as much as their 

European counterparts. A 2021 Report estimated 15% growth 

for the African data market between 2020-2028 with Egypt, 

South Africa, Kenya, Morocco and Ethiopia as entire 

participants [18]. 

In 2017, Apple’s sale of millions of smartphones and 

Facebook’s opening of over 30 million accounts gave the 

companies access to users’ personal data which information 

was later used to monitor and analyse their consumers' online 

behaviours for the respective companies’ market gains [13]. 

Within the context of benefits accruable to businesses from 

dealing with personal data, anti-competitive tendencies 

constitute the ‘collection mining of personal data legally or 

otherwise for dominant advantage in any market’ [78]. Data 

mining provides businesses with a graveyard or pool of 

personal data which gives them access to specific consumers’ 

information not available to other market players which do 

not have the capacity or financial muscle to access such 

information. Data mining is now accepted as an industry-

wide tool enhancing anti-competitive practices by using 

extracted to gain dominant market advantage customers' 

information [32]. 

Organizations have profited from using consumers' 

information mined to, at the expense of their competitors, 

detect credit card fraud, analyse consumers purchasing power 

and behaviours, predict consumer personal preferences to 

improve services and products [54]. For instance, in a case 

before the US Federal Trade Commission, between Google 
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and Double Click Inc it was revealed that Google reportedly 

denied their competitors access to their own share of 

consumers information - Meta data - used for global online 

advertisement to the detriment of their rivals [11]. Anti-

competitive control over consumers’ personal data is usually 

exercised in two broad ways. First is the acquisition of 

personal data through exclusive agreements executed by 

advertising partners barring them from using competitors’ 

services. Again, Google has been accused of these sharp 

practices when they executed intermediation agreements 

mandating publishers and their visitors to exclusively use 

their search engines while preventing access to other search 

engines on Google’s platform. This exclusively enables 

Google direct traffic to its search engine and consequently 

harvest massive consumer data to the exclusion of other 

search engines [28]. Secondly, anti-competition issues also 

arise where service providers refuse to honour consumers’ 

right of data portability by transferring the accumulated 

personal data to rival service providers [77]. 

4.3.2. Acquisition for Target Marketing and Advertising 

Revenues 

In maximizing profits from purchased consumers’ data, 

investors engage in direct marketing by targeting consumers 

whose personal data meet their specific criteria [12]. The 

value proposition here is measured in terms of revenues 

generated from such target advertising and eventual market 

sales [82]. Companies use accumulated personal data to track 

their customers' online behavioural patterns and then tailor 

their advertising campaigns towards the perceived needs of 

their customers. On the flip side, maintaining a robust pool of 

consumers’ data improve the companies’ marketing choices 

by enabling them to target their customers’ specific needs, 

hence reducing the companies’ budgets for advertisement 

expenses [23]. 

When companies analyse and aggregate consumer data 

internally collected or bought from data brokers, they predict 

specific industry trends along the line of market demands and 

consumer preferences. This information enables the 

companies to make projections towards minimizing losses 

and maximizing returns on their investments. All these are 

quantified in terms of profits for such companies, hence 

boosting their revenue drives [2]. 

5. Threats and Risks to Privacy in an 

Interconnected World 

As noted in earlier paragraphs, in the privacy debate, two 

problematic concepts are the differentiation between ‘privacy’ 

and ‘data protection’. Some critics consider privacy and data 

protection to be identical [20] while others hold divergent 

views [15]. Attempts have even been made to distinguish the 

sphere of privacy from that of data protection utilising case 

law from the European Commission and Court of Human 

Rights (ECtHR) interpreting the right to privacy entrenched 

in Human Rights Treaties. Whatever be the case, one thing 

that is clear is that both concepts are interrelated, and the 

importance of privacy cannot be overstated. Legal scholars, 

philosophers, and social scientists all agree that having the 

freedom to live one's own life and not having unauthorised 

access to one's personal information are fundamental 

components of what it is to be a human [55]. 

This is also compatible with public law jurisprudence, 

which is why the European Convention on Human Right has 

been repeatedly interpreted to wit, that "the idea of personal 

autonomy is a fundamental premise underpinning the 

interpretation of the Convention's guarantees" and grants 

individuals "the capacity to conduct one's life in a way of 

one's own choice" [56]. Thus, every intrusion into a 

functional adult's personal information space therefore 

undermines one part of his or her autonomy, such as the 

freedom to be as publicly accessible or inaccessible as he or 

she wishes. And in areas of our life where we have realistic 

expectations of privacy - like the control and processing of 

sensitive identifiable personal information by data controllers 

- a premium is placed on its accessibility through an extended 

data protection framework and enforcement mechanism to 

ensure added protection. 

A consequence of increased global connectivity using the 

internet and social media is a tantamount increase in the risk 

to the privacy of the personal information of active digital 

users whose number currently stands at about 5 billion 

globally [35]. Data subjects are frequently required to 

provide their personal information before they are allowed 

full access to the operating platforms who would then have 

control of their information. As a result, there may be 

increased privacy hazards that people and organizations need 

to be aware of and the media is awash with accounts of 

prominent technology companies and brands losing control, 

selling consumer’s personal information on their own 

initiative, or suffering data breaches that left millions of 

personal records vulnerable to misuse by mischievous others. 

Although, the African continent is considered to be the least 

connected in the world [79], it is not left out as 2022 

witnessed a handful of these privacy threats: 

In Angola, the Data Protection Agency (ODA) in April 

2022 fined a Savings and Credit Bank for publicly disclosing 

the personal data of 278 of their employees on their social 

media platforms without authorization [10]. Also, on 

December 21, 2022, the Kenyan Data Protection 

Commissioner (ODPC) issued its first penalty notice of Five 

Million Kenyan Shillings (KES 5,000,000) against the 

Kenyan arm of the multinational technology company 

‘Oppo’, following an enforcement notice against the 

company for using a complainant’s photo on their social 

media platforms without consent. In Tunisia, Mali and 

Senegal the respective Data Protection authorities also issued 

administrative sanctions in 2022 for various violations of 

data protection law threatening the privacy of individuals, 

especially by multinational giants [66]. In Nigeria, three law 

suits filed early in 2022 are still pending before the court 

alleging; the use of tracking technologies by government 

agencies which are embedded with shrouded trackers that are 

capable of monitoring the online activities of anyone that 
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uses their software, unauthorized disclosure of law 

enforcement database containing private information and, 

non-compliance with the Data Protection Regulations in 

whitelisting countries on an international data transfer allow-

list without proper checks [34]. 

Individuals and organisations must be aware of these many 

challenges and risks to their privacy in our increasingly 

interconnected society which can be surmised to include data 

breaches and cyber-attacks, unsanctioned surveillance and 

tracking activities, increased identity theft and fraud, 

heightened cases of loss of control of personal data by the 

Tech Giants as was made popular in 2021 following the UK 

Supreme Court’s landmark judgement concerning Google’s 

loss of control of the sensitive personal data of 4 million 

iPhone users through an unsolicited sanction of a tracking 

technology [46], which could result in tantamount cases of 

loss of privacy and autonomy [55]. These developments have 

generated widespread concerns around how to improve 

security frameworks over the personal data we provide 

because as internet usage continues to rise, and the volume of 

data being produced and stored continues to rise, data 

protection through robust legal and regulatory framework 

becomes more and more crucial. 

6. A Synopsis of the Legal Regimes for 

Privacy in Africa 

The data protection frameworks of African Union (AU) 

nations are fundamentally backed by universal privacy rules 

incorporated in their national constitutional texts. Similar to 

the ECHR, Africa has the Convention on Human and 

People’s Rights at the continental level, although it is 

noteworthy that in stark contrast it does not explicitly make 

provisions for the right to privacy [81]. Interestingly, the 

right to privacy is subsequently acknowledged in Article 10 

of the African Charter on the Rights and Welfare of the Child, 

although being in a specialised convention [73] and more 

recently in 2019, the Declaration of Principles on Freedom of 

Expression and Access to Information in Articles 39 to 42, 

developed primarily by the Special Rapporteur of the African 

Commission on Human and Peoples' Rights (ACHPR) on 

Freedom of Expression and Access to Information, 

elaborately addresses the right to privacy in the digital 

context and essentially fills the void in the recognition of the 

right to privacy in the African Convention [22]. 

As a result of the need for stronger and more 

comprehensive laws concerned specifically with data 

protection growing from increased risks to privacy, the AU 

adopted the Convention on Cyber Security and Personal Data 

Protection (“the Malabo Convention/the Convention”) in 

June 2014. Ideally this would have been Africa’s version of 

the GDPR (or the relevant African Directive), but it has not 

lived up to expectations as the 15-member-state ratification 

threshold needed to bring it to full effect has not been 

reached at the this present time, with the most recent number 

put at 13 states [58]. Additionally, an issue with the 

Convention's consistency with international standards is that, 

it fails to define key terms that underpin the principles of 

adequacy [49]. Clarity is critical, and these omissions could 

lead to misunderstandings, particularly in instances requiring 

cross-border enforcement [5]. However, it must be 

acknowledged that the Convention has some merits. Much of 

the task was given to the states, who were required to design 

security standards and a solid legislative framework for 

creating a trustworthy digital environment for electronic 

transactions, protecting personal data, and avoiding 

cybercrime. The Convention also defines necessary 

requirements for processing personal data and emphasises 

guidelines that are considerably more stringent when dealing 

with sensitive data [60]. 

There is also the laudable AU Data Privacy Framework 

that was endorsed by the AU Executive Council in February 

2022 [21, 74]. This is likely the most recent important project 

pertaining to data governance undertaken by the AU in 

reaching its 2030 Digital Strategy and advancing the data 

governance agenda at the continental level. One of the main 

goals of the AU's Digital Strategy has been to guarantee that 

the Malabo Convention enters into force, albeit by 2020. 

With this goal yet unmet, the AU Executive Council's recent 

acknowledgment of the Data Policy Framework might be the 

best new attempt to make this a reality. 

The adoption of legislation ensuring the protection of 

personal data has progressed more slowly in the African 

region than the adoption of rules governing a general right to 

privacy, which are found in the constitutions of almost all 

countries. Before the GDPR was implemented in 2016, only 

16 of the 55 countries had adopted explicit data protection 

laws. However, that number has swiftly increased to 35 

countries at the time of this publication of which 26 have 

working data protection authorities [66]. The architecture and 

methods for implementation of data protection laws vary 

greatly among the nations that have them. Legal, political, 

economic, and cultural distinctions among the various 

countries have an impact on the laws that are different in 

those countries. 

A number of West African countries have adopted data 

protection measures, with laws adopted almost evenly before 

and after the GDPR's adoption in 2016. Apart from Uganda, 

Kenya and Rwanda, several nations in Central and East 

Africa (such as Sudan, South Sudan, Somalia, Ethiopia, 

Eritrea, Comoros, Burundi) have not enacted major data 

protection rules and particularly there is an uneven 

patchwork of rules in Southern Africa. Several countries 

have adopted data protection laws that are not currently in 

force, with data protection authorities that only exist on paper 

(such as Botswana, Seychelles, Equatorial Guinea and 

Madagascar); however, on the flipside, Tanzania and 

Eswatini are the latest in 2022 to have joined the long list of 

African nations that have enacted robust data-protection 

legislation with a recognized regulatory authority in the same 

spirit as the GDPR [66]. 

An important improvement with these recently enacted 

laws post-GDPR is the increased regulatory provision of 
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stronger protections for sensitive personal data, and data 

minimization in processing in line with renewed GDPR focus. 

Case studies have demonstrated that the breadth of legal 

intricacies and depth of Africa's data protection laws varies in 

content when the timeframes of adoption are considered, i.e., 

evaluating legislation before GDPR (for example, Tunisia 

(2004) and Morocco (2009) and after GDPR (for example 

Kenya (2018) and Tanzania (2022) [16]. A major reason for 

this shift is attributed to the adequacy provision contained in 

the GDPR which strongarms African countries to ensure their 

laws meet the threshold for qualification of free flow of data 

to and from their European counterparts [49]. 

Although 'exigent priorities' of successive conflicts and 

pressing economic hardship have been identified as a crucial 

influence in Africa's current last-pace condition of data 

privacy jurisprudence [81], recent developments record that 

the respective states are making sustained progress in 

matching up its legal and regulatory framework to facilitate 

compliance with global best practices. Countries like 

Morocco and Nigeria are making sweeping amendments to 

their existing legal framework to bring it closer to the global 

standard, it has also been noted that countries like Botswana 

and Rwanda would be releasing new data protection laws 

before the close of 2023 [66]. 

7. Beyond Laws: Reforming the 

Paradoxical Pursuit of Privacy 

In theory, consumers claim they are concerned about their 

privacy. However, their behaviour shows the opposite of that 

concern. Consumers readily share their personal data for the 

benefits attached to doing so, even when they do not fully 

understand how the data will be used. The Genesys survey 

referred to in earlier parts of this article showed that 91% of 

survey respondents worry about the potential abuse of their 

personal data [70]. In that survey, about 70% claim it's 

improper for businesses to share their information with third 

parties, without authorization. Also, between 2013 and 2014, 

increase of online privacy concerns, including in Africa and 

elsewhere across the globe was recorded [29]. So, although, 

privacy and data protection conversations are increasingly 

prevalent nowadays, especially with regards to the 

unauthorized accumulation and use of personal data, 

individuals are not taking commensurate and proactive steps 

to stop or significantly reduce the trend of unauthorized use 

of personal data. 

This phenomenon known as the privacy paradox has been 

in existence for a relatively long time now. Simply, it 

describes the irreconcilable difference of information privacy 

attitude and actual information privacy behaviour. For 

example, in the Genesys survey, only about half (53%) of 

those surveyed said they take steps to deter the tracking of 

their personal data, such as opting out or disabling cookies 

collection software. While web services providers are legally 

bound to comply with these data protection provisions, it is 

imperative that users consciously maximize the protection 

mechanisms available to them. The 2019 decision of the 

CJEU in the case of Bundesverband der 

Verbraucherzentralen und Verbraucherverbände - 

Verbraucherzentrale Bundesverband e.V. v. Planet49 GmbH, 

Case No. C-673/17 (the Planet49) [16], is instructive. The 

court ruled that a pre-selected checkbox which the user must 

deselect to refuse his or her consent does not constitute valid 

consent. The reasoning of the court was to the effect that, for 

consent to be valid, active behaviour on the part of the user is 

necessary. This implies action on the part of the user and 

ultimately, a responsibility to decide what action to (or not to) 

take. 

Typically, a bunch of us users will and, in fact do not pay 

attention to these measures of safeguards available to us. 

Another example is with privacy policies. Again, in the 

Genesys survey, 91% claim to read privacy statements 

provided by companies, which are meant to tell consumers 

how their data will be used. However, only 20% of survey 

respondents say they actually review the privacy statements 

all the time. Whereas the original intention behind the notice 

and choice privacy framework was to give individuals a great 

level of control of the use, collection and disclosure of their 

personal data. Although, there are valid conversations 

bordering on the transparency on privacy policies, language 

used to draft them, etc., which fall outside of the scope of this 

article, the overarching point here, is that consumers need to 

safeguard their personal data more consciously and 

proactively. 

In another empirical research on the privacy paradox [59], 

543 individuals were surveyed to assess the extent to which 

individuals ignored privacy policies and terms of service 

when joining social networking platforms. The results 

revealed 74% skipped privacy statements, selecting the 

‘quick join’ clickwrap. What is striking in the survey, is the 

revelation of the average adult reading speed (which is 250-

280 words per minute) versus the reading time presented by 

participants. 250-280 words per minute suggested the given 

privacy policy should have taken 29-32 minutes and the 

terms of service, 15-17 minutes to read. However, 

participants who did not select the click wrap, gave an 

average reading time of only 73 seconds for the privacy 

policy. All participants were presented the terms of service 

and had an average reading time of only 51seconds. Most of 

the participants agreed to the privacy policy and the terms of 

service; 97% to the latter and 93% to the former. The survey 

also included two ‘gotcha clauses’ to further assess the extent 

to which users ignore privacy policies [59]. The first had to 

do with the sharing of users’ data with the US’ National 

Security Agency (NSA) and other security agencies; the 

second and more outrageous clause had to do with users 

immediately assigning their first-born child as part of their 

payment obligations to access the social networking service. 

Interestingly, only 9 (1.7% of those surveyed) mentioned the 

child assignment clause and 11 (2%) mentioned concerns 

with data sharing; albeit only one of the 11 mentioned the 

NSA. 

An additional example of unguarded behaviour on the part 
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of consumers, is granting permission to smart devices to 

access their location data. The Genesys survey also showed 

that 81% of respondents allow smartphone apps to access 

their location data. Some automatically grant access to such 

requests on their devices. Others do so after a little scrutiny. 

While it is reasonably justifiable to use modern technologies 

for the purpose of convenience, again, it is also reasonably 

expected that consumers pay a high level of attention to what 

is subscribed to, and ultimately permitted. 

8. Conclusion 

The article gives an evaluation of PI for the purpose of 

contributing to greater privacy consciousness in African 

consumers. In part one, we highlighted how PI is compiled 

into Big Data, which is then used by GAFAM-types for 

business operations, consumer transactions, and digital 

applications (IoT), quite often leading to unintentional 

personal information disclosure, identity theft, and 

discrimination in specific automatic selection contexts. Every 

time consumers engage in digital lifestyles or other aspects of 

the digital economy, such as when they use a payment card to 

shop, apply for a job, conduct online research, or post on 

social media, they inadvertently contribute to Big Data. 

While it is still true that the average consumer and internet 

user is unaware of the extent to which their online activities 

generate data that is being gathered, analysed, and used for 

various governmental and commercial purposes, it is equally 

crucial that people are aware of their moral obligation to 

respect their own privacy. 

Consequently, in part two, we discussed the privacy 

paradox which indicates that when asked, individuals appear 

to value privacy, but when investigated further, their 

behaviours would be in the opposite direction, placing 

privacy at the very bottom of the priority spectrum. African 

consumers must begin to prioritize their privacy as a step 

towards changing this narrative. It is one thing for laws to 

exist, it is another thing for one to be aware of the existence 

and import of the law and knowing how to avail oneself of 

the benefits of the law. To the extent that laws exist to deter 

the unauthorized exploitation of personal data, individuals, 

understanding the value of their data, should begin to take on 

the duty of safeguarding it or otherwise, maximizing the 

potential value in it. Consumers must understand the value of 

their personal information and take deliberate steps to protect 

it. This often-overlooked ethical responsibility would entail 

careful use of credit cards, social media, and passwords in 

addition to encryption and security software to restrict access 

to devices, an understanding of data rights to know how to 

manage data that has already been disclosed and seek redress 

in situations of unfair exploitation. 

The moral obligation also extends to participation in 

legislative reforms and consumer activism at the 

governmental level. In the African sphere, there is much of 

which to be constructively critical of. We have demonstrated 

how the issue(s) largely lie with the lacklustre governance 

and enforcement of initiatives at the continental level. The 

AU is operating well below par in comparison to its regional 

counterparts. As such, putting in place a system to coordinate 

regional and transnational collaboration is one aspect where 

the AU and its agencies would benefit strongly. The AU 

commission would also do well to leverage on the individual 

countries strides in legislative enactments and policing, to 

take their peddle off new law/policy roll-outs and instead 

considerably help the countries by enabling practical 

collaborations on data protection issues between them and 

relevant international and regional organisations, much like 

the EU has done with its overarching directives. This would 

be focal, especially now with the swing of the African 

Continental Free Trade Area Agreement (AfCFTA) which 

requires regional harmonization between member states in 

pursuance of the Protocol on Trade Services, not to mention 

its consistency with one of the core concepts of the Digital 

Transformation Strategy, which emphasises the need of 

fostering unity and collaboration with international 

organisations and Regional Economic Communities (RECs). 
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