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Abstract: Effective communication occurs when the receiver and sender both understand and synchronize the flow of 
information across board. The utility of language extends beyond human to human interaction and includes also, the use of 
syntactically formed programming languages to interact with digital systems. Nigeria has an estimate of over 450 languages, 
which makes it cumbersome to harmonize and put all into a single large repository for data mining. The goal of this paper is to 
firmly establish the importance of Information Technology in galvanizing Nigerian Languages and Mining scientific data 
thereof. The purpose of applying Information and Communication Technology (ICT) is to codify the process of extracting 
various underlying meanings in a language, processing the various idioms, proverbs and quaint statements in such language 
with the view of bringing out the creativity behind them. The authors explore the developmental stages and techniques of 
applying an artificial Intelligence system that scans through a given indigenous linguistic system to bring out the hidden facts 
therein. It is recommended that stakeholders in the ‘digital humanities’ adopt such mining platforms which helps in achieving 
greater insight into the diverse cultures and languages, in turn, promoting easy learning experience for indigenous languages. 
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1. Introduction 

Languages are central to exchange of information amongst 
individuals, groups and the global population. According to a 
credible Nigerian newspaper [1], Nigeria has over 400 
languages of which 3 are major. Out of all the languages, 
perhaps twenty are severely endangered and as many as two 
hundred are threatened. 

Linguists of all persuasions seem to agree that a language 
should be viewed as a system; a set of elements, each of 
which has a capacity of contributing to the workings of the 
whole [2]. Language forms a large part of the people’s 
culture. It is through various languages that people express 
their folk tales, myths, proverbs and history [3]. Furthermore, 
effective communication occurs when the receiver and sender 
both understand and synchronize the flow of information 
across board. The utility of language extends beyond human 
to human interaction and includes the use of syntactically 

formed programming languages to interact with digital 
systems. A useful definition of communication should 
include the feeling that language has been widely studied and 
acclaimed as the most valuable human institution and is 
indispensable in all spheres of life [4]. In the same paper, 
Danladi cited Crystal, as saying; communication is 
conceptualized as having perhaps a ‘‘magical,’’ "mystical’’ 
and "unique’’ role in capturing the breadth of human 
thoughts and endeavour. Inadvertently, it means that for a 
country to function properly, it needs the cooperation and 
understanding of people from different ethnic groups. 

Nelson Mandela remarked “If you talk to a man in a 
language he understands, it goes to his head, but If you talk 
to him in his language, it goes to his heart”. He believed 
language is important, the more reason he learnt Afrikaans 
during the time he was imprisoned in Robben Island thereby 
unknowingly benefiting from The Foreign Language Effect. 

Nigeria boasts of her many and diverse cultures and 
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languages, but steps need to be taken in order to preserve this 
precious cultural heritage of various ethnic groups, otherwise 
Nigeria risks losing them forever. Nigeria has 
Moribund/threatened languages i.e. languages not being 
used, nor transmitted to the younger generation e.g. Basa-

Kontagora, Bete, Baissa Fali, Defaka, Kiong, Kudu-Camo, 

Labir, Lere, Lufu, Polci/Luri, Njerep, Odut, Putai, Shau, 

Somyev, Vono, Ziriya. Apart from Moribund languages, 
Nigeria also have Retreating languages, i.e. languages that 
appear to be dying from a particular area, but still flourishing 
in another area or inter-country boundaries. Example of 
retreating languages are Abanyom, Abon, Abua, Abureni, 

Achipa, Adim, Aduge, Adun, Afade, Afo, Afrike, Gbo, Agbo, 

Ajawa, Akaju-Ndem, Akweya-Yachi, Alago etc. 

2. Methodology 

The methodology employed in this paper is the descriptive 
research methodology. The authors explore the 
developmental stages and techniques of applying an artificial 
Intelligence system that scans through a given indigenous 
linguistic system to bring out the hidden facts therein. The 
observational and case study methods made the analysis 
easier. 

3. Theoretical Framework 

Language is very powerful and was used as a tool of 
control during the colonial days. It forms a large part of the 
culture of people. it is through language that people express 
their folk tales, myths, proverbs and history [3]. Language 
also covers a more potent and characteristic of human 
behaviour. Speech communication employs a host of 
expressive means ranging from linguistic to paralinguistic 
and extra linguistic features. 

Scientific Components of Languages 

i. Lexis, structure, stylistics, orthography and phonology: 
Phonetics and phonology are two related areas of linguistics 
that not only deals with sounds, but they deal with different 
aspects of sounds [5]. Language units bear a stylistic marker 
already before they are actually used, and so they tend to 
occur only in some types of texts e.g., terms, some foreign 
plural nouns, vulgarisms, participial constructions; these 
bearers of stylistic information which may come from any 
linguistic plane are also called stylemes/stylemy. For 
example, Igbo is a tonal language with two distinctive tones, 
high and low. In some cases a third (down stepped high tone) 
is recognized. The language's tone system was given by John 
Goldsmith as an example of auto segmental phenomena that 
go beyond the linear model of phonology laid out in The 
Sound Pattern of English. Igbo words may differ only in 
tone. 

Examples are: 
(a) Ákwá "cry" 
(b) àkwà "bed" 
(c) àkwá "egg" 
(d) ákwà "cloth" 

ii. Words, pronunciation, and the methods of combining 
words: The Power of Language Influences thought and 
action. The words we use to describe things to ourselves and 
others affects how we think and act. This powerful influence 
happens in all kinds of situations and most certainly with 
language related to teaching and learning where words and 
combination of words are used constructively. 

iii. Cultural Universals: Language is heavily influenced by 
culture. As cultures come up with new ideas, they develop 
language components to express those ideas. The reverse is 
also true: the limits of a language can define what is 
expressible in a culture i.e. the limits of a language can 
prevent certain concepts from being part of a culture. 
Language and culture are inseparable, in that, language is 
intrinsic to the expression of culture. As a means of 
communicating values, beliefs and customs, it has an 
important social function and fosters feelings of group 
identity and solidarity. It is the means by which culture and 
its traditions and shared values may be conveyed and 
preserved. 

iv. Language correlates intelligence: Referencing Nelson 
Mandela’s quote “If you talk to a man in a language he 
understands, it goes to his head, but If you talk to him in his 
language, it goes to his heart.” This purely shows a strong 
relationship between intelligence and languages. This can be 
viewed philosophically to be investigated by a systematic 
analysis of the necessary and sufficient conditions for the 
occurrence of various thoughts in human mind. 

v. Instrument in communication, commerce, politics and 
education: In political and social policy, language functions 
as a vehicle of interaction and an instrument of 
communication with the use of communications, although it 
has always possessed an added cultural importance as a tool 
of the dominant ideology. That is to learn a language is not 
only reaching out to others but to maintain a variety of the 
social bond, a shared sense of values and communal 
awareness, Linguists of all persuasions seem to agree that a 
language should be viewed as a system; a set of elements, 
each of which has a capacity of contributing to the workings 
of the whole [2]. 

vi. Expression of social relationships and social identity: 
Language pervades social life. It is the principal vehicle for 
the transmission of cultural knowledge, and the primary 
means by which we gain access to the contents of others' 
mind. Just as language use pervades social life, the elements 
of social life constitute an intrinsic part of the way language 
is used. Linguists regard language as an abstract structure 
that exists independently of specific instances of usage (much 
as the calculus is a logico-mathematical structure that is 
independent of its application to concrete problems), but any 
communicative exchange is situated in a social context that 
constrains the linguistic forms participants use. 

4. Language Mining 

The use of Information and Communication Technology is 
employed to simplify the mining process of the various 
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meanings in languages, processing the various idioms, 
proverbs and statement to bring out the creativity inherent in 
them. Mining in the field of Geosciences involves the 
extraction of valuable materials, mineral deposits and other 
valuable resources from their natural environments following 
the process of recovery and separation of the target 
substance. In Information Technology, the term Data mining 
was introduced in the 1990s, though data mining was the 
evolution of a field with a long history. It can also be referred 
to as knowledge discovery in databases, i.e. the process of 
discovering interesting and useful patterns and relationships 
in large volumes of data. The field combines tools from 
statistics and artificial intelligence (such as neural networks 
and machine learning) with database management to analyse 
large digital collections, known as data sets [6]. 

Language mining is a relatively new technology as it 
requires the integration of database technology and artificial 
intelligence. Language mining is the process of extracting the 
hidden facts and knowledge that people do not know in 
advance but potentially useful by the introduction of an 
artificial Intelligence system. The archive of all the Nigerian 
languages needs as a matter of urgency to be synchronized 
with a central repository. The combinatory property of 
Linguistics data and information Technology plays a very 
crucial role in the prevention of Nigerian languages and its 
inherent creativity from extinction. 

4.1. Why Language Mining 

For mining to take place, the origin of the language must 
be established and also the various faculties and meta-
knowledge involved needs to be studied. This begs to ask 
important questions like: 

a. Who invented language? 
b. Who was the first person that spoke your language? 
c. How did the different objects on earth get their name in 

your own language? 
d. Why do people from certain cultural background 

behave different from others? 
e. Why do people bear different names? 
f. Why do we call some things evil in some certain areas? 
g. Why is emotion important to creativity? 
h. Does spoken words represent experiences? 
i. Why should humans communicate? 
Native creativity and Innovativeness stems from spoken 

words/languages. The analogy below makes the 
understanding of mining process easier. In Nigeria, the late 
Chief Odimegwu Ojukwu, used a technological tool called 
Ogbu n’Igwe in Igbo language during the Biafran/Nigerian 
war. Ogbu n’Igwe was the major arsenal of the Biafrans 
during the war. Igwe in Igbo language, means multitude of 

people while Ogbu means Killer. A combinatory property of 
the two terms gives what is called Ogbu n’Igwe which 
literarily translates to killer of multitude in English language. 
Though, the English meaning for Ogbu n’Igwe is Monster 

Bombs, but, translating Monster Bombs back to Igbo 
language means another thing. In this context, literal 
translation is not necessarily the answer. The answer is the 

function of the object in question. Therefore, there is need to 
understand where certain words stem from in order to use 
them. 

4.2. Principal Means of Mining 

i. Inductive learning method: Inductive learning methods 
include information methods or decision tree and set theory 
methods. Decision tree method is a commonly used data 
mining method for establishing classification systems based 
on multiple covariates or for developing prediction 
algorithms for a target variable. This method classifies a 
population into branch-like segments that construct an 
inverted tree with a root node, internal nodes, and leaf nodes. 
The algorithm is non-parametric and can efficiently deal with 
large, complicated datasets without imposing a complicated 
parametric structure [7]. Using this method, it can handle the 
following problems, including Language simplification, 
Language association discovery, Language meaning 
evaluation and approximate analysis of Language. 

ii. Imitation biotechnology method: Imitation 
biotechnology method includes neural networks and genetic 
algorithms. Artificial neural networks imitating biological 
neural network in structure, is a nonlinear prediction model 
through training, and can be used for classification, 
clustering, feature extraction and other operations. In 
Language mining, it can be expressed as a search problem 
with the use of powerful search capabilities of genetic 
algorithms to find the optimal solution in a given sample of 
texts [8]. 

iii. Statistical analyses: Using statistical analysis, various 
information extracted are unknown mathematical 
model/formula from sample analysis (Languages captured or 
historical data). This involves rigorous statistical procedures, 
judgment hypothesis and errors control. 

iv. Fuzzy mathematics: Fuzzy logic is the fusion of fuzzy 
set and Boolean Logic. The true value of a formula cannot 
just be zero or one, rather inclusive of all numerical data in 
(0-1) count. In Language mining and knowledge discovery, 
fuzzy logic for Language query, sort, evidence combination 
and confidence calculation are often used. 

4.3. Steps in Language Mining 

Language mining is a systemic process used for the 
extraction of facts unknown, effective and practical 
information from large databank of languages. Language 
mining process includes four steps, data/language storage, 
data preparation, mining process, results. 

i Data/Language Storage: The data collected at this stage 
are stored in a single repository that houses various 
entities e.g. Igbo, Hausa, Yoruba etc… The data housed 
are raw translation of the words, proverbs or sentences. 
The database implementation needs to be relational in 
nature because one of the criterion and key purpose of 
this paper is to outline the possibility of building 
bridges/relationships across all languages. 
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Figure 1. Data storage mechanism from a user. 

ii Data Preparation: The data stored at this stage is not 
quantitative in nature, thus needs to be structured in a 
way that makes it meaningful to read. Here the ETL 
(Extraction, Translation and Loading) process is 

applied in order to galvanize data. Also, we apply 
meta-knowledge to the already provided data at this 
stage. The final result at this stage is a well-structured 
and articulate knowledge base. 

 

Figure 2. Data preparation steps. 

During the preparation stage, the various language data that forms a relationship with others are not yet established and thus 
forms a scattered nonlinear plots found in Figure 3. 
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Figure 3. Individual data plots of various language construct without relationship. 

iii Mining Process: After data preparation, a rough 
knowledge is given but on individual basis not relating 
to other entities i.e. the words, sentences and proverbs 
translations prepared are first in a scattered form 
without correlation with each other. The application of 
the mining mechanism works in a spiral form, meaning 
that it uses unsupervised neural network to loop 
through each correlation. The mining property is 

applied to map the various meanings given to a word as 
it relates to either sentences or proverbs. On the same 
verge, same is done on proverbs to sentences mapping 
as well to get specific correlations. This stage gives 
various deciphered meaning from inputted data, 
though, multiple loops are performed to gather more 
knowledge. 

 

Figure 4. The mining process utilizing unsupervised neural network. 
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iv Result: The result at this stage are refined terms from 

various languages: After the ETL process, the output is 
a refined information that can be used as inference for 
practical purposes [9]. In our case we get various 
scientific terms and hidden meanings behind most 
languages and why they are very unique. The ETL 
process uses a user defined mining algorithm. 
Algorithm research and testing is often used in 
standard Language sets. However, in reality, Language 
sources of users are often various, which have a lot of 
missing Language, noise Language and non-
standardized Language. So in the Language mining 
process, it is very important for Language pre-
processing and transformation, and it is an important 
guarantee for Language mining to improve the 
efficiency and get better result. 

5. Conclusion 

Nigeria is a Nation that’s not only rich in oil but rich in 
culture. Our diverse cultural heritage can be harnessed to our 
advantage, just as countries like China and India who 
changed their economic climate with their uniqueness. It’s 
time to turn the table and export our rich heritage through a 
sync with Information Technology. 

6. Recommendations 

There is need for collaboration both Nationally and 
internationally in terms of giving this project the necessary 
publicity that it needs. The orthography of all the major 
languages are synchronized into a single large repository for 
future reference, and with that, researchers can tap from 
hidden knowledge extracted from the system. 
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