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Abstract: Term deposit is always an essential business of a bank and a good market campaign plays an essential role in 

financial selling. Nowadays, the telephone marketing, which can assist consulting institution to extract potential clients, has 

been one of the most general marketing campaigns. Previous research shows that data mining has gradually stood out on the 

era of Big Data and has been incorporated to deal with massive data precisely. The purpose of this study is to predict the 

success of bank telemarketing to select the best consumer set. A relationship is observed between success and other factors 

through constructing logistic regression model. To validate the effectiveness of prediction, some basic classification models 

have been compared in this study, including Bayes, Support Vector Machine, Neural Network and Decision Tree. As a result, 

the prediction accuracy and the area under ROC curve prove the logistic regression model performs best in classifying than 

other models. All of the experiments are implemented by R language software. And the experimental results can provide some 

suggestions and instructions towards the management of the bank. 
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1. Introduction 

Strengthening cost control and improving working efficiency 

is the basic ways for a company to realize profit maximization 

and obtain the ideal economic benefit in market operation. 

Undoubtedly, good strategy is the key to long-term economic 

operation. Nowadays, commercial banks implement 

telemarketing campaign to optimize the allocation of resources, 

satisfy the needs of customers thus enhancing the productivity 

of companies. Through a marketing campaign about contacting 

clients on telephone directly, the bank intends to select the best 

set of clients. It is beneficial for narrowing the range of potential 

customers, elevating the rate of success as well as reducing the 

cost of the marketing process efficiently. 

In this study, a logistic regression model (LR) [1-3] is used 

to find the related factors of successful deposit subscription 

and predict the success rate of bank telemarketing. However, 

the raw data in the study is unbalanced, so this problem is 

handled in the means of random sample. Moreover, the 

information of clients is available, which is more likely to 

increase the likelihood of experiment prediction, finding 

target clients and realizing the goal of profit maximization. To 

validate accuracy of prediction, the comparison between 

logistic regression model and other four data mining models, 

i.e. Bayes [4-6], Support Vector Machine (SVM) [7-9], Neural 

Network (NN) [10-12] and Decision Tree (DT) [13-15] is 

carried out at the end of study. And all the processes of models 

are implemented in R language. 

The remainder of this paper is organized as follows. Section 

2 gives some examples of the related work about data mining. 

In section 3, the dataset is described and how to process the 

raw data and establish the model are presented as well. After 

the experiment, the results are analyzed in section 4. And in 

the last section, the conclusion is drawn and some suggestions 

are raised about achieving certain purpose. 

2. Related Work 

With the development of the internet and modern 

information technology, the popularity of big data has 

increased greatly, indicating that the ability to extract and 

analyze such great amounts of data is essential in the 

information age. That is why researchers have paid more 

attention to data mining and shown great interest in many 
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different fields [16]. Nowadays, the big data are available and 

some potentially useful and related information can be drawn 

to attain objective for decision making and prediction. 

With respect to marketing campaign, to improve the success 

of telemarketing, data mining helps to construct various 

models to solve the problems about bank direct marketing. 

Moro et al. [17] proposed a data mining approach to analyze 

the probability of success. For the sake of extracting the key 

information, feature selection was emphasized by employing 

NN. Moro et al. [18] also came up with a concept of lifetime 

value (LTV), including recency, frequency and monetary 

value to improve the return and investment about bank 

marketing. The study aimed to extract additional knowledge, 

according to the benefit from past contacts history. By using 

neural networks, they found that the presence of the historical 

data could improve the accuracy for targeting the deposit 

subscribers. Moreover, two highly relevant LTV features were 

concluded, which were useful for bank contact center to 

improve performance of telemarketing. 

The logistic regression model is used in this study. It was 

mainly focused on the relationship between the success of 

telemarketing (output variable) and some positive attributes. 

Besides, in this paper, based on the established model, the 

prediction is implemented to find some potential clients who will 

really subscribe the deposits. In this case, the work efficiency and 

the performance of bank will be both enhanced greatly.  

Logistic regression model is often utilized to model the 

probability of an experimental unit that falls into a particular 

class based on information measured on the experimental unit. 

In general, logistic regression model is a usual statistical 

model for discriminant analysis and classification. It is widely 

applied in various fields, including marketing management 

[19], medical fields [20], engineering [21] and so on. And in 

the end of study, the logistic regression model was compared 

with other four classification models for data mining, such as 

Bayes, SVM, NN and DT, to validate the efficiency and 

effectiveness of the model.  

3. Data Pre-Processing and Modeling 

In this section, overall experiment processes are introduced 

in detail. The model framework is elucidated in Figure 1 

below, which displays two main parts of experiment: data 

pre-processing and modeling. First of all, the raw data are 

described as follow. 

 

Figure 1. Model framework. 
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3.1. Data Description 

The purpose of this paper is to detect the relationship 

between the success of bank telemarketing and the rest of 

attributes, including bank client data, social and economic 

context attributes, etc., as well as to predict the success radio 

of bank telemarketing. The databases can be downloaded 

from the study of Moro et al [17]. The data, which are 

collected from a Portuguese retail bank, are related to the 

success of bank telemarketing. In this data set, the same 

client was more than one contacted to the bank, in order to 

access if the term deposit would be subscribed. There are 

4119 instances and 21 attributes in this data set. Except the 

output target y (subscription), there are 20 attributes, 

containing age, job, marital, education, default, etc. 

The detailed descriptions about attributes are presented in 

Table 1 [17]. 

Table 1. The pre-processed variables. 

Attribute Description (Domain) 

Bank client data (Input variables) 

age client’s age (numeric: from 18 to 88) 

job 
client’s job (nominal: admin., blue-collar, entrepreneur, housemaid, management, retired, self-employed, services, student, technician, 

unemployed or unknown) 

marital client's marital status (nominal: divorced, married, single, unknown) 

education client's education (nominal: basic. 4y, basic. 6y, basic. 9y, high.school, illiterate, professional.course, university.degree, unknown) 

default credit default (nominal: no, yes, unknown) 

housing housing loan (nominal: no, yes, unknown) 

loan personal loan (nominal: no, yes, unknown) 

Contacting attributes (Input variables) 

contact contact communication type (nominal: cellular, telephone) 

month last contact month of year (nominal: jan, feb, mar, apr, may, jun, jul, aug, sep, nov, dec) 

day last contact day of the week (nominal: mon, tue, wed, thu, fri) 

duration last contact duration in seconds (numeric: from 0 to 3643) 

Other attributes (Input variables) 

campaignn number of contacts performed during this campaign and for this client (numeric: from 1 to 35) 

pdays number of days that passed by after the client was last contacted from a previous campaign (numeric: from 0 to 999) 

previous number of contacts performed before this campaign and for this client (numeric: from 0 to 6) 

poutcome outcome of the previous marketing campaign (nominal: failure, nonexistent, success) 

Social and economic attributes (Input variables) 

emp.var.rate employment variation rate (numeric: from -3.4 to 1.4) 

cons.price.idx consumer price index (numeric: from 92.2 to 94.77) 

cons.conf.idx consumer confidence index (numeric: from -50.8 to -26.9) 

euribor3m euribor 3-month rate (numeric: from 0.635 to 5.045) 

nr.employed number of employees (numeric: from 4964 to 5228) 

Desired target (output variables) 

y succeed to subscribe the term deposit (binary: yes or no) 

 

To extract specific information of clients, we depict some 

charts to make descriptive statistics, which demonstrates the 

distribution and other statistical issues visually. And the 

descriptions are as follow: 

 

Figure 2. The distribution of clients’ age. 

The distribution of clients’ age is displayed in Figure 2. It 

is obvious that the distribution of clients’ age is roughly 

acknowledged as skewness distribution, which is skewed to 

the right. Besides, the consulted clients aged between 30 and 

40 are in vast majority. It is concluded that the main target of 

counseling is middle-aged people. 

The distribution of the clients’ jobs is shown in Figure 3. 

As can be seen from this pie chart, the bank consults order 

of time deposit mainly with administrators, blue-collar 

workers and technicians. Among them, administrators 

account for 24% of total clients. The second is blue-collar 

workers, who accounted for 21% of the total, only four 

percent more than the number of technicians. 

As for education, the proportion of which is illustrated in the 

Figure 4. It’s clear from the chart that this figure is divided into 

five categories. The tertiary accounts for the highest proportion 

(44%) of the total figure, while the secondary constitutes 36% 

of all clients. The number of clients who have received 
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primary education ranks in the second place, reaching 657 and 

making up 16%. By contrast, only 4% of the respondents’ 

education background is unknown. However, there is still one 

respondent who is totally unlettered. 

 

Figure 3. The proportion of clients’ jobs. 

 

Figure 4. The proportion of clients’ education. 

After some adjustments of certain data levels, the Table 2 shows the basic statistical features of all the numeric data. What 

are presented in the Table 2 are gained by R language. 

Table 2. The basic statistical features of the data. 

Attributes Mean Std Min 25% 50% 75% max 

age 40.11 10.31 18 32 38 47 88 

duration 257 255 0 103 181 317 3643 

previous 0 0.5 0 0 0 0 6 

emp.var.rate 0.1 1.563 -3.4 -1.8 1.1 1.4 1.4 

cons.price.idx 93.58 0.579 92.2 93.1 93.8 94 94.8 

cons.conf.idx -40.5 4.595 -50.8 -42.7 -41.8 -36.4 -26.9 

euribor3m 3.621 1.734 0.635 1.334 4.857 4.961 5.045 

nr.employed 5166 73.7 4964 5099 5191 5228 5228 
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From Table 2, it can be seen that “duration” and 

“nr.employed” have the highest standard deviation, which 

indicates the last contact duration and quarterly number of 

employees are the key points that need be focused on in this 

study. In order to avoid the error caused by different scales of 

numeric data, the numeric data need be standardized. This 

can be done by converting raw data to a dimensionless one. 

3.2. Data Preprocessing 

To improve the predictive effect of our proposed model, 

the raw data, which are often redundant, uncertain or 

inconsistent in general data mining field, are processed and 

optimized in this section. Therefore, it is crucial to preprocess 

the data before develop the predictive model. The following 

steps have been done to achieve optimization. 

3.2.1. Fixing Missing Values 

There are several missing values existing in the dataset 

about clients’ information, like the categorical data including 

default of credit, jobs, and marital status. About 1012 of the 

4119 records contain the missing values, accounting for a 

quarter of the total. In this case, these records are still kept 

and are named “unknown”, which may decrease the risk of 

small sample and little information. 

3.2.2. Normalizing the Data 

Due to the different qualities of the indicators, 

standardized processing generally plays a crucial role in 

transforming raw data into dimensionless index, that is, each 

index value is at the same scale level. 

3.2.3. Optimal Variable Sets 

First, the level of some categorical variables is reclassified. 

For example, the level of education variable is reclassified 

from 9 levels to 5 levels, named illiteracy, primary, secondary, 

tertiary and unknown respectively.  

Correlation coefficient is a statistical index reflecting the 

degree of correlation between variables. Therefore, for 

validating the feasibility of the 20 attributes to predict the 

success of bank telemarketing, the correlation coefficients 

between output variable y (the success of subscription) and 

20 input variables are acquired through the R language. six 

irrelative variables with correlation coefficients less than 0.05 

are excluded and a model interpreted in an easy way can be 

obtained. The correlation coefficient values of the remaining 

14 independent variables are exhibited in Table 3. 

Table 3. The correlation coefficients between y and 14 relative attributes. 

Attribute Correlation coefficient 

duration 0.4186 

nr.employed -0.3492 

pdays -0.3282 

euribor3m -0.2986 

emp.var.rate -0.2832 

previous 0.2557 

contact -0.1374 

poutcome 0.1234 

cons.price.idx -0.0983 

Attribute Correlation coefficient 

default -0.0766 

campaign -0.0761 

education 0.0642 

age 0.0604 

cons.conf.idx 0.0544 

3.3. Modeling 

The logistic regression model proposed in this study is 

implemented through the R language. This classification 

model focuses on predicting the target through telemarketing 

to sell the term deposits.  

Bank marketing data set is divided into two parts, 80 

percent of which is for training and 20 percent of which is for 

testing. The training data is used to model a fitted and logical 

model, the function of which is to discover potential 

predictors. As for testing data, it is utilized to calculate the 

accuracy of the model prediction, which is able to show the 

efficiency and effectiveness of the model. In this paper, five 

widely-used classification models are employed, such as 

Bayes, LR, SVM, NN and DT. 

With these models, the author can explore the relationship 

between selected data sets and predict the target. Comparing 

accuracies of model predictions and calculating the value of 

area under ROC curve (AUC), the discrimination effects of 

the models mentioned above can be measured. And the 

depiction of ROC curve is displayed simultaneously. All the 

results indicate that LR has better performance than other 

classification models eventually. 

The specific experimental results are shown in the 

following section, most of which are obtained by executing R 

language. 

4. Experimental Results 

4.1. Correlation Analysis 

By running code in the R language software, we exclude 4 

predictors with weak correlation and show the correlation 

coefficients between desired target and remaining predictors in 

Table 3, the results of which are sorted in descending order. 

Given that all the above correlation coefficients are greater 

than 0.05, these high related variables can be utilized in the 

subsequent experiment about modeling and prediction. It is 

obvious that three attributes of the maximum correlation 

coefficients are “duration”, “nr.employed” and “pdays”. In 

other words, last contact duration, quarterly number of 

employees and the amount of days that passed by after the 

last contacting have the most significant effects on 

subscription. It seems that last contact duration has a positive 

impact on the success of subscription, yet the numbers 

respectively about employees and passed days are negatively 

correlated to the target variable. 

4.2. Prediction Analysis 

The experimental results of prediction are displayed in the 
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following table. A confusion matrix is plotted to demonstrate 

the match between the predicted value and the real value. In 

this study, successfully subscribing the time posits is 

regarded as interesting category called “Positive”, while the 

others (fail to subscribe) is considered as “Negative”. As 

results shown in Table 4, the sensitivity of LR is 44.05%, 

which means the clients of such proportion, whom are 

convinced successfully to subscribe the term deposits, are 

predicted as “1” (Success). And the result of specificity 

indicates 97.45% of clients who refuse to subscribe the 

deposit are predicted as “0” (Failure). The overall accuracy 

of this classification model proposed in this study is 92.03%, 

which indicates that the logistic regression model performs 

well in predicting the success of bank telemarketing. 

Table 4. The prediction result of the logistic regression model. 

 
Predicted Value 

Class Precision 
0 (Failure) 1 (Success) 

Real Value 

no 725 19 97.45% 

yes 47 37 44.05% 

class recall 93.91% 66.07%  

The classification accuracy of the logistic regression model: 92.03% 

At last, in order to validate the efficiency and effectiveness 

of LR, we contrast four other classification models, including 

Bayes, SVM, NN and DT. The results of accuracy and AUC 

are displayed in the Table 5. 

Table 5. The validations of prediction effect among 4 classification models. 

Classification model Accuracy AUC 

LG 92.03% 92.31% 

Bayes 86.11% 75.90% 

SVM 90.70% 66.31% 

NN 89.98% 90.40% 

DT 90.46% 92.12% 

According to the output results calculated in R language, 

we can find the classification accuracies of LDM, SVM, NN 

and DT are 89.71%, 90.29%, 91.27% respectively. To make 

the comparison more explicit, the results are depicted in 

Figure 5.  

To sum up, LR outperforms other classification models 

referred above. To offer further insight into the accuracy of 

the positive value by this classifier, the ROC curve is drawn 

and it is analyzed qualitatively while using AUC, which is 

shown in Figure 6. 

 

Figure 5. The comparison on prediction accuracy among 5 models.

 

Figure 6. ROC curve of LR. 

The ROC curve image shows the classification 

performance of three classifiers. The dotted line represents 

the classifier with no predictive value, the real curve 

represents the test classifier, and the blank area in the upper 

left corner reflects the performance of the perfect classifier. 

As can be seen from Figure 6, the ROC curve occupies the 

upper left corner, which means the classifier (LR) used in this 

paper is closer to the perfect classifier. And the prediction of 

positive value is specific in some degree, with AUC of 

92.31%. 

5. Conclusions 

In this study, a classification model of LR wa constructed 

to explore the relationship between the success of 

telemarketing and other attributes about clients’ information, 
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social-economic conditions and so on. Based on these highly 

related attributes, the success of telemarketing is predicted, 

whether the client accept to subscribe the term deposit or not. 

At the end of study, by comparing the classification accuracy 

and the results of AUC, it can be found that LR performs best 

in this study. Therefore, LR can be universally applied in our 

daily life, due to its strong practical significance. According 

to the correlation coefficients, it can be known that the last 

contact duration, the quarterly number of employees and the 

amount of days that passed by after the last contacting have 

great impact on the subscription of term deposit. As a whole, 

the bank should focus more on the duration and the 

frequency of contacting to enhance the communication with 

clients, instead of collecting information blindly. In addition, 

the bank with a good operation needs sufficient labor force. 

In this case, banks not only can improve the success of 

telemarketing by detecting particular clients specifically, but 

also can yield high returns on relatively small amounts of 

cost.  

However, the classification model of LR proposed in this 

study still has some defects. For example, the amount of data 

is limited. The data are collected from a Portuguese retail 

bank, so the conclusion that is drawn just applies to this 

banking institution, and the model is exactly filled with 

restriction on fitting data and occasions. Moreover, LR is 

suitable for a small amount of feature space, which implies 

this model is generally ill-fitting with multiple variables. Last 

but not least, other types of classification model which have 

been referred or not referred in this study should be further 

developed. Therefore, the experiment still needs 

improvement, which means the author can apply a model 

adapting to even larger database, and detect more data 

mining models for prediction, improving the fitness and the 

accuracy in the meantime. 
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