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Abstract: Entrepreneurship became an important sector inAta® world. A lot of young entrepreneurs have arobit
projects and creative ideas, which they hope tduget and incubation to implement these ideas. § ee three incubators in
Gaza which provide the required incubation, tragnémd fund. Entrepreneurs personality characters habig effect on the
success of their startup companies; moreover, tiréup companies category plays a big role on tleeess of their startup
companies especially in small markets such as zaG80o we have to find a way to discover whicthérmost successful ideas
and under which category can be classified withngatight attention for the characters of the temembers for each idea. They
should have some traits which qualify this teanmse® be successful. In the present paper, wesing aomputing approach
based on data mining techniques to study one dbtk@ess fields to produce a business technicatehtips in extraction the
association rules for the incubated startup congsaini Gaza. Moreover, we will study these assamiatiles to understand and
help the incubators in Gaza to avoid the faileégdaend teams as possible as it could be. Therdf@r@cubators will be able to
improve the incubation and entrepreneurship sectdrincrease the number of successful startup atiepa Gaza and reduce
the wasted fund and time on failed startups.
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1. Introducti this project from an idea to a viable company. Gaza
. Introauction Palestine is one of the cities that are interestdHis area of

Startup is a word used to express newly generat(fgaltrepreneurship. In the meantime, there are 11:h|cefbat0rs
companies in the phase when entrepreneur hasanwvisid 1 Gaza to support startups. These three incubaices
starts to study a suitable business model to warkt@ BUSiness and information technology (BTI) at theartsc
achieve his vision and implement building the piiduAny university, the Palestine Information and Commuinices
entrepreneur needs around him a team with the desidis ~ rechnology Incubator (PICTI), the Technology Incibzat
to work with him on the products (Crowne 2002). the University College of applied sciences. _

Entrepreneurs are the most important part to baild Ir_1cubators in Gaza make competitions from perl(_)d to
successful startup company, there is a big relshign perlod for th_e entrepreneurs_. _Each_te_am can prebeint
between the personality of the entrepreneurs amdticcess ideas for the mqubator. Specialists will judgesthédeas and
of the startup company. A lot of researches wascttd to select the best |_deas and best teams. Then théclaess are
study the topic of entrepreneurs personality armiged on funded by the incubator so that they can startr thein

specific attributes such as the personal initiatate the ~COMPany under the supervision of the incubator.
entrepreneur (Weiwei and Xiaodong 2010). The team members of each entrepreneur idea is faital

Entrepreneurship sector in the Arab world is evajvi the success of this idea, they should have sonits twich
rapidly. Many young entrepreneurs have ambitiougepts. (€lIS that this team seems to be successful tesu, the
They are looking for fund and the suitable incutratfor categories under which this idea falls is importantorder

guiding their projects in the corridors of managetite turn  that the idea to be implemented in Gaza succegsfitll
should be suitable to the market in Gaza.
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Knowledge can be extracted from data by using edpli the four proposed business models (Shafer, Smitlal.et

statistical methods in addition to data mining. Téen data
fishing indicates to data analysis until 1990s.eAfthat the
term data mining emerged which aims to get inforomat
from large scale of data (Rijmenam 2014). The s$ielec
process, investigation and modeling of large sch&a to
find out a pattern for previous unknowns are caltta

mining (Giudici 2005). Data mining has a variety ofto clear

applications such as web applications and imageevet
(Pal, Ghosh et al. 2000). Content-based image evetri

2005).

To bridge the gap between computing methods and
business areas, investigators suggested a new aagbpro
named Business Intelligence-driven Data Mining fiRigton,
Light et al. 2007).

An ontology-based architecture is proposed to cdrdaga
business model using semantic middleware
assimilation (Spahn, Kleb et al. 2008).

Some researchers talked about using data miniegttact

characterizes the knowledge of an image by diagrakmowledge from data in banking industry. Sincesidefault

appearance like shape and color; moreover, recovages
depending on same textures (Frigui 1999).

In the present paper, we will study the Startupssarza
using data mining techniques and introduce a ngwogth

to deal with enormous amounts of collected data and
understand it using statistical analysis technigUesing data
mining techniques let banks understand data motterbe
(Moin 2012).

named Gaza Startup Data Mining (GSDM). To implement

this approach data about the startups in Gazéeijathered
from incubators in Gaza.

The cycle of our work started at understanding ress
since we have joined the BTI incubator for work veheve
gained experience about startups in Gaza. Follothiagwe
gathered data by visiting each incubator in Gazh taking

the needed information from them without any migsin 1.

values. Then, we went on data preparation by mogléliem

on Excel sheet to be ready for use in RapidMineg@m.

The next step is modeling our dataset using RapiéMi
program. Finally, we reach deployment of our restdr the

incubators in Gaza to gain benefit. Furthermoregetewider

understanding of business. Figure 1 display théecgt the

proposed work.

Business understand

Data Collection

deployment S
Dataset
Data Preparation

Modeling :

Figure 1. Cycle of the proposed project.

2. Related Work and Sate of theArt

Business models are very crucial for business mamagt.
The component of business models are classifiedfdor
groups. The paper considered the problems assdorth

3. Entrepreneurs Data

In this section, we will briefly discuss the colled data
from Gaza incubators. These Data will be analyzddgudata
mining. Then, the results will be presented in & approach
named GSDM. Our dataset contains the followinghaites:
Start-up: It contains the name of the emerging
companies.

2. Number of Members: It has the value of number afite
members for each emerging company.

3. Gender: It encompasses the gender of the team membe
(male or female or mixed which means that the team
contains males and females).

4. Degree of Study: It includes the team members'ategr
such as bachelor, intermediate studies or mixecthwhi
implies that the team contains bachelor and intdiate
studies members.

5. IT Related or Engineering Related: It tells whethér
least one member of the team has an IT related or
Engineering related certificate.

6. Categories: It presents the category of the emegrgin
company.

7. Specification: It says if the members of the teawethe

same specifications.

Members have the same specializations or not.

9. Duration (Months): It specifies the duration of

incubation in months.

Fund ($): It has the amount of fund for each enmergi

company in dollars.

Current Status: It describes if the emerging coryifas

failed or still active.

After finishing the preparation methods on our datawe
analyzed the data focusing on the categories anduhrent
status using excel. Figure 2 displays the distiaouof failed
and active startups which are classified to fouegaries: no
income, limited or no income, good income and grawi
income.

Figure 3 shows the distribution of each categonytfe
startups dataset. The software development hasithest
percent which has the value of 24%; however, desiggh
handicraft has the lowest percent which is equallfs.

©
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Current Status

Failed W No income Limited or no income

H good income ® Growing income

25%

N

Figure 2. Current status of the income for all the startups.

Categories
¥ Industry H Design and handicraft ® services and Ebusiness
u Media m Software Development

Figure 3. Categories for the startups.

It can be noticed from Figure 4 that services dmgsmess
category with percent equal to 23% encompassesiti
fraction of education technology (5%) and the smrsiand
ebusiness category (18%) percent. Moreover, thigmesd
handicraft category which has fraction value of 1défsists
of 2% coutour, 3% interior design and 6% handiciadt
illustrated in Figure 5.

Categories

M Industry M Design and handicraft B Media

m Software Development m Education Technology = services and Ebusiness

Figure 4. Subcategory for Services and EBusiness.

Categories

 Industry | Software Development m services and Ebusiness

W Media = Coutour ® Handicraft

= Interior design

Figure 5. Subcategory for Design and Handicraft.

Finally we combined electronic and computer maiatee
with Industry category into one category callingnidustry as
shown in Figure 6.

Categories

m Design and handicraft m services and Ebusiness

¥ Media M Software Development

H Industry m Electronic and Computer Maintenance

Figure 6. Subcategory for Industry.

4, Results and Discussion
4.1. Association Rules

We used association rules to find the best relatimiween
the attributes of the dataset by applying FP-Groeyihrator
on RapidMiner program which is applied to compute t
repeated items from dataset(Hunyadi 2011); theltsesuie
displayed in Figure 7.

AssociationRules

Rssociation Rules

[degree of study = Bachelor] --> [Gender = Male] (confidence: 0.686)

[degree of study = Bachelor] --> [Current Status = Active] (confidence: 0.714)
[Current Status = Active] --> [degree of study = Bachelor] (confidence: 0.758})
[Gender = Male] ——> [degree of study = Bachelor] (confidence: 0.873)

Figure 7. Association Rules results from the RapidMiner program.

e The first rule says that if the degree of studashelor,

then the gender of team members is male with 0.686

confidence degree for this rule.

e The second rule says that if the degree of study is

bachelor, then the current status of the startugcive
with 0.714 confidence degree for this rule.

*  The third rule says that if the current statushefdtartup
is active, then the degree of study for the tearmbers
is bachelor with 0.758 confidence degree for thie.r

e  The forth rule says that if the members of thetspar
gender is male, then the degree of study is bach&ib
0.873 confidence degree for this rule.

Rule 2 (0,568 / 0.714) |
b

Rule 4 (0.545/ 0.873)
. i

o
e

PR N S
dearee of study = Bachelot {Gender = Male]

{:urrenl Status = Activd
TR A
N

’_ h —
Rule 3 (0.568 1 0.758) ‘,R“'e 110.545/ 0.686)

Figure 8. lllustration for the association rules fromthe RapidMiner program.
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These results are summarized in Figure 8. Depenoing Tree and K-nearest neighbor.

these results, incubators can make their decisiandubate
males with bachelor degree where the study shohadheir
startups have more percent to be active.

4.2. Classification Rules

To be able to understand the dataset, we haveassify
them and mark each point to distinguish them. 1a gaper,
we applied two classification methods on our ddtakeeision

4.2.1. Decision Tree Operator

The decision tree operator creates a tree statts aviop
root and branches extends from the root and goga.dévery
node have necessary features for categorizatiopopas
(Ankerst, Ester et al. 2000). We applied decisiee tmethod
by using cross validation because the datasetadi.dfigure 9
exhibits the tree obtained from the RapidMiner paog

Incubaton end datz
= 4045 4045
A

" Asie Active |

IT relaled or Eng reiated

= =y

4

tahed Incibation Start date

—
% 3020 = 3.020

Active
e

Failed

Incubation end daie

Fingnces

= Growing income = No incoma

Gender

= Limited or nd incoms

= Famale = hixed

Failed = Mals

Failed

Active

CATEGORES
= Indusiry = saryions and Ebusinis
- v = Software Development
Failed

Active

Failed

Figure 9. Decision Tree for the proposed classification method.

It can be seen from Figure 9 that when the incobagind
date is before May 2012, the startups' financesisufellows:
1. No Income:

* when the group members are male, the finance

depends on category as follows:
a. In industry: six startups failed, and zero actives

b. In Software Development: six startups failed, and

Zero active ones.

c. In Services and E-Business: two startups failed, an

three Active ones.

e In the situation of female group members: four

members: two startups are failed, and zero startups
are active.

e If there is IT related or Engineering related
members: the finance period is divided into two
ranges:

a. The first one is when the incubation start date is
before January 2013: One startup failed and nine
startups are Active.

b. And the other is when the incubation start date is
from January 2013 till now: One startup failed and
one is active.

startup companies failed, and Zero startups active. The accuracy of these results is 84.29% as denatedtin
* In case of mixed group members: two failed, andrigure 10.

Zero startups active.

2. Limited or No Income: zero startups failed and eigh

active startups.

startups.
However, when the incubation end date is after a2,
it is divided for two periods:

Growing Income: zero startups failed, and five \ati

accuracy: 84.29% +/-11.21% (mikro: 84.09%)

true Failed true Active class precision
pred. Failed 18 10 54.29%
pred. Active B 56 93.33%
class recall 81.82% 84.85%

1. When the incubation end date is before January ,2014Figure 10. Accuracy for the decision tree from the RapidMiner program.

zero startups failed, and 40 are active.

2. when the incubation end date starts from Januatyt 20 4-2.2. K-Nearest Neighbor Operator

till now, the performance of the team members ddpen

on their field of study as follows:

The K-nearest neighbor operator is employed to emgint
the categorization by giving labels to the input delo

« If there is no IT related or Engineering relateddepending on the group labels symbolized by theeHrest
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(Keller, Gray et al. 1985). The K-nearest neighisoapplied
using the value of k=3 and number of validationgats| to 6.
The accuracy of the results is 81.75% as showrigiaré 11.

accuracy: 81.75% +/- 8.47% (mikro: 81.82%)

true Failed true Active class precision
pred. Failed 11 5 68.75%
pred. Active 11 61 84.72%
class recall 50.00% 92.42%

Figure 11. Accuracy for the K-nearest neighbor from the RapidMiner

program.

It can be seen clearly that our accuracy was cgewetrin
both classification rules where it is 84.29% usilegision tree
operator and 81.75% using K-nearest neighbor operat

4.3. Clustering

Clustering means that the data are divided intobamof
sets chosen during applying the operator. Eacltc@@prise
related items (Berkhin 2006). The k-means operiatone of
the efficient clustering algorithms in clusterirrgde datasets;
furthermore, it is effective and important for GSdproach.
We applied the k-means method to cluster our dbtésethe
value of k equals to 2 and it gave us effectivailtesor two
clusters presented in Figure 12.

Current Status @ Failed @ Active

L ]
g0 e
L)
L]
cluster_1 . & &
2 o
LA @
£
2
o
e ?‘ 0
o & J. e 8
Ld .. a®
cluster_0 ...‘.z. .® i
® % e o
(3]
& i “ * o, L
L

cluster_0 cluster_1l

cluster

Figure 12. Clustersresulted from using k-means operator on the RapidMiner
program.

Where cluster_0 contains 64 startups and clusontiains
24 startups. It is observed from Figure 12 thatstelu 1
contains only three failed startups and the othars
successful.

5. Conclusion

In this paper, we gave a case study in data mifdng
entrepreneurs in Gaza. Our results confirmed thtt chining
is useful in business fields such startups in Gaz#ocusing

13

incubators in Gaza. The data includes all the wgarfoined
the incubator since the incubators were establigh&hza.

We used some data mining techniques to get knowledg
Mainly we revealed the association rules by applyin
FP-Growth operator. Then, we used two classificatio
methods. The first one is the decision Tree by qigiross
validation because the dataset is small and thenslegne is
the K-nearest neighbor classifier to predict whbeestartup is
failed or active. Also we used K-Means clusterifgpathm
to cluster the dataset for two groups.

On the base of our results we are planning to plaew
model to improve the process of choosing the kegsigory of
the startups and entrepreneurs. Finally, we woikkd to
recommend the incubators to approve our resuléeliecting
the next novel entrepreneurs.
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