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Abstract: This paper examines the inverse cube transformation of error component e; [= e%] of multiplicative time series
t

model. The probability density function (pdf) of the inverse cube root transformation of the multiplicative time series model
was established, Further the f(y) was mathematically proved as a proper pdf since fooo f(y)dy = 1. The Statistical properties
(mean and variance) of the inverse cube transformation were equally shown.
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1. Introduction

The cube (X3) transformation is a fairly strong
transformation with a substantial effect on distribution shape.
It is also used for reducing right skewness, and has the
advantage that it can be applied to zero and non negative
values. A similar property is possessed by any other root
whose power is the inverse of an odd positive integer
example 1/3, 1/5, 1/7, etc. The cubic transformation is
stronger than the square transformation, though weaker than
the logarithm transformation.

Generally, the descriptive time series model is given as:

X = Ty S Cre, Q)

Where T, is the secular Trend, S, is the Seasonal
variations, C, is the Cyclical variation and e, is the irregular
varions or error component.

In short term series the trend and cyclical components are
merged to give the trend-cycle component; hence equation
(1) can be rewritten as

X; = M;S;e; ()

where M, is the trend cycle component and e, are
independent identically distributed

Normal errors with mean 1 and variance o2 >
0,e,~N(1,0%)

2. Data Transformation

In data analysis transformation is the replacement of a
variable by a function of that variable, for example, replacing
a variable x by the square root of x or the logarithm of x. In a
stronger sense, a transformation is a replacement that
changes the shape of a distribution or relationship. Reasons
for transformation include stabilizing variance, normalizing,
reducing the effect of outliers, making a measurement scale
more meaningful, and to linearize a relationship Iwueze
(2011) for more see Bartlett (1947), Box and Cox (1964),
Akpanta and Iwueze (2009), Ohakwe et al (2013),etc.

Many time series analysis assume normality and it is well
known that variance stabilization implies normality of the
series. The most popular and common transformation are the
logarithm transformation and the power transformations
(square, square root, inverse, inverse square, and inverse
square root). A statistical procedure for choice of appropriate
data transformation can be obtained in Iwueze et al (2011)
and Akpanta et al (2009). It is important to note that, if we
apply the inverse cube transformation on model (2), we still
obtain a multiplicative time series model given by
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WhereMigz M;*,éz S;,% = e

Several studies abound in statistical literature on effects of
power transformations on the error component of a
multiplicative time series model whose error component is
classified under the characteristics given in (1). Though not
much work has been done on cubic transformation,
concentration has been on square transformation. The sole
aim of such studies is to establish the conditions for
successful transformation. A successful transformation is
achieved when the derivable statistical properties of a data
set remain unchanged after transformation, the basic
properties or assumptions of interest for this study are (i) unit
mean and (ii) constant variance. In this end Iwueze (2007)
investigated the effect of logarithmic transformation on the
error component (e;) of a multiplicative time series model
where e,~ N(1,02) and discoursed that the logarithm
transform; Y = loge, can be assumed to be normally
distributed with mean, zero and the same variance, 01< 0.1
also Nwosu et al (2010) and Otuonye (2011) studied the
effects of inverse and square root transformation respectively
on the error component of the same model. Nwosu et al

(2010) discovered that the inverse transform Y = ei can be
t

assumed to be normally distributed with mean, one and the
same variance provided, o < 0.07 similarly Otuonye et al
(2011) discovered that the square root transform; \/e_t can be
assumed to be normally distributed with unit mean and
variance 402, for 0,< 0.3 where 012 is the variance of the
original error component before transformation.

Ohakwe et al (2012), (2013) studied square root and
inverse square root of multiplication error model (MEM) and
found the means to be one and variances approximately 4
times of the original error for square root transformation and
that the variance for inverse square decreases per unit
increase in the shape parameter.

Ibeh et al (2013) studied inverse square transformation of
error component of multiplication Time Series Model and
found that the mean is one and the increased variance is
approximately 4 times the variance of et for o< 0.07 and
losses its symmetry when o> 0.08.

Ajibade et al (2015) studied the distribution of the inverse
square root transformed error component of the

S fedy = [5=

multiplicative time series model they found out that the mean
is 1.0 and variance Var(e;) =~ i—Var(et) when o < 0.14

Ohakwe et al (2013) gave condition for successful square
Transformation in time series modelling, and the result shows
that for a successful transformation is < 0.027

3. Derivation of the Probability Density
Function (Pdf) of Inverse Cube
Transformation

Given

So f) = f() |3
el

o ()
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We now show that it is a proper pdf

2 du (5)
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ButPr(u> —ﬁ) = 1_q>(_l)

g

e 1-o(-3) _

- fo fl)dy = 1_¢(_%) =1 (6)
Therefore (8) is a proper pdf.

3.1. Mean for Inverse Cube Transformation

Given
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3.2. Variance forInverse CubeTransformation
For E(Y?)
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Without any lost in generality, the subsequent terms in E(Y?) and E(Y) with the factor e 202 will decay fast to zero for

values of 0 = 0

EYy) =1 +ﬁ

And
ZEY) =1+ _ 3¢
1= (=2

B 2102

1

s~ Var(Y) = [2[1%(2_1)](1 + b (X(Zl) =

a.

4. Summary and Conclusion

In this study we have established the probability density
function of the inverse cube transformation of the error
component of the multiplication time series model. The
statistical properties (mean and variance) were equally
established. The results so far established is a contribution in
distribution theory.
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