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Abstract: Parallel principles are the most effective way himwincrease parallel computer performance and learal
algorithms (PA) too. Parallel using of more compgtnodes (processors, cores), which have to compeech other in
solving complex problems in a parallel way, opeimagerative problem of modeling communication comjile so in
symmetrical multiprocessors (SMP) based on mottetbas in other asynchronous parallel computersgoter networks,
cluster etc.). In actually dominant parallel congpatbased on NOW and Grid (network of NOW netwo{R4]) there is
necessary to model communication latency becauseiitl be dominant at using massive (number ofgssars more than
100) parallel computers [17]. In this sense theepdp devoted to modeling of communication compiexn parallel
computing (parallel computers and algorithms). #s$tfthe paper describes very shortly various useehmunication
topologies and networks and then it summarizedchasicepts for modeling of communication complexrityl latency too.
To illustrate the analyzed modeling concepts thpepaonsiders in its experimental part the resigtsreal analyzed
examples of abstract square matrix and its posdisdemposition models. These illustration examplesave chosen first
due to wide matrix application in scientific andyereering fields and second from its typical exeanpkepresentation for
any other PA.

Keywords: Parallel Computer, NOW, Grid, Shared Memory, Glistred Memory, Parallel Algorithm, MPI, Open MP,
Model, Decomposition, Communication, Complexity, déting, Optimization, Overhead

and hence the ratio of computation/communication of
parallel applications is usually much smaller thhat in
distributed applications. On the other hand, disted
computing focuses on parallel processes that cdad

1. Introduction

Communications in parallel and distributed computin

has been considered as two separate researchlidssip ) . , -
Parallel computing has addressed problems c5’;;Ilocated in a wide area i. e., communication betwsome

communication and intensive computation on highly@rallel processes is assumed to be more costly itha
coupled computing nodes while distributed computiag ~Parallel computing. _
been concerned with coordination, availability, élimess, A number of recent trends point to a convergence of
etc., of more likely coupled computing nodes. Caire communication research in parallel and distributed
trends, such as parallel computing on networks igh h €omputing [9, 15]. First, increased communication
performance computing nodes (workstations) andrete Pandwidth —and reduced latency make geographical
computing, suggest the advantages of unifying these distribution of computing nodes less of a barreeparallel
research disciplines. computing.

Parallel and distributed computing share the saasich
com;l)lu}ational modelh consisting on physicallly dgtéd 2. Communications in Parallel
parallel processes that operate concurrently ameraict :
with each other in order to accomplish a task asale. In Computlng

parallel computing, processes are assumed to lE®la  From the point of necessary communication modeiting
closer to each other and they could communicatié®tly  haraiiel computing we can divide communications as
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follows
e communications in parallel computers
e communications in parallel algorithms.

2.1. Communicationsin Parallel Computers

Communications in parallel computers we can diade
follows
e communications in parallel computers with shared
memory
* communications in
distributed memory.

parallel computers with

2.1.1. Communication Networkswith Shared Memory
To parallel computers with shared memory belong
parallel computers as follows
e classic parallel computers
multiprocessors
massive parallel computers (supercomputers)
[17, 28]
* modern symmetrical multiprocessor systems (SMP)
SMP multiprocessors
SMP multicores
mixed (processors, cores). .
Typical actual example of SMP multiprocessor system e
(Intel Xeon) illustrates Fig. 1.

Modeling of Communication Conxgtiein Parallel Computing

(switches) mainly in classic parallel computershwahared
memory have used topologies or communication negsvor
as follows [2, 25, 32]
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2.1.2. Communication Networks for Parallel Computers
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2.2. Communicationsin Parallel Algorithms

In principal we can divide communication in parhlle

algorithms (PA) to the following groups

Figure 1. Architecture of SMP parallel computer (8-Intel processor). .

From illustrated Fig. 1 we can see that parall@éhgi®f
computing nodes (processors) requires at least one
communication network (at Fig. 1 PROfusion) to izl
computing nodes cooperation solving any compleyiera
in a parallel way. Concretely it means two basijoety of
communications and that

e inter process communications (IPC) of processors

via shared memory

e access of computing nodes to shared input/output

(I/O) devices (/O communications).
To this time various realized communication network

inter process communications in parallel algorithm
using shared memory (BA. Shared memory (at
least a part) allow to use it for communications vi
I/O instructions of given computing node
(processor) or supported parallel developing
standards

inter process communications in parallel algorithm
using distributed memory (RA). All needed
cooperation of parallel processes have to use only
asynchronous data message communication via
parallel supported developing standards

inter process communications in hybrid PA which
combine using of both previous PA (B4.
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The main difference between RAand PA, is in form (parallelization, control of PA, waiting times) [IL6
of inter process communication (IPC) among created In actually dominated asynchronous parallel comgsute
parallel processes [5, 17]. Generally we can say HARC (NOW, Grid) there are necessary to reduce (optimize
communication in parallel system with shared mengany mainly number of inter process communications IPC
use more existed communication possibilities (I/QCommunication complexity) for example through poles
instructions, communication services in shared mgmo using of alternative decomposition model.
than in distributed systems (only network commutiicg.

) ] Cormputing Cormputing
2.2.1. Inter Process Communication node [ e

. Far. i Par.
In general we can say that dominated elements of : ;
parallel algorithms are their sequential parts &felr i
processes) and inter process communication (IP@ngm ‘ o
performed parallel processes. message

Data
message

2.2.1.1. Inter Process Communication in Shared Memory

Inter process communication (IPC) for parallel aigpon
with shared memory (RA) is defined within supporting ;
developing standards as following [ e ’ |

. OpenM P cormmunication channel

e OpenMP threads Figure 2. Typical MP! network communication.

Pthreads
J?r\]/a threads 3. Parallel Computing Models
other.

The concrete communication mechanisms use existenceParallel computational model is an abstract model o
of shared memory which allows every parallel preces parallel computing, which should include overheadl a
story communicating data at some addressed mentacg p accompanying delays. Model is characterized by the
and then another parallel process to read stored da possibility of parallel computers, which are forrgéel
computing deterministic. Abstraction degree should
characterize  also communication  structure  and
contemporary permit at least approximation of itsib
parameters (complexity, performance etc.) [14, 28].the
other hand approximation accuracy is limited by
requirement that abstract communication models Have
represent similar parallel computer architecturasd a
parallel algorithms [18]. It is clear that for eyespecific
parallel computer and parallel algorithm too we aloée to
create their own communication model, which
characterizes in detail their specific charactesstParallel
communication models can be classified accordingua
criterions. One of most used criteria is presentatvay of
model parameters. Typical used communication paeme
can be divided into two groups as follows

* semantic

communications network architecture
(architecture, channels, control)
communication  methods  (communication
protocols)

communication delay (latency)

* performance (complexity, efficiency). Typical
Performance tuning means performance modeling and parameters are

M MIC

2.2.2.2. Inter Process Communication in Distributed
Memory
Inter process communication (IPC) for parallel aittpon
with distributed memory (Pf) is defined within
supporting developing standards as following
e MPI (Message passing interface)
e point to point (PTP) communication commands
send commands
receive commands
« collective communication commands
data distribution commands
data gathering commands
e PVM (Parallel virtual machine)
e Java (Network communication services)
e other.
Typical MPI network communication is at Fig. 2. Bds
on existed communication links MPI contains mergisn
collective communication commands.

2.3. Influence of Communications to Performance
Tuning

optimization of PA (effective PA). This step conten - working load s for given PA
modeling and analysis in such a way to minimizevthele - size of the parallel system p (number of
execution time of parallel computing. To achievieaive processors)
PA depends mainly from following factors - workload w - number of operations
e optimal selection of communication networks in - sequential program execution time T(s, 1)
parallel computers - the computation execution time T(Seda),
* minimization of needed inter  process - the whole execution time of a parallel algorithm

communication and other accompanying overheads T(s, p)
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parallel speed up S(s, p) examples we can name two dimensional communication
efficiency E(s, p) networks and hypercube topology.
isoefficiency w(s)
average time of computation unit(instruction,
defined computing step etc.)

e communication technical parameters

3.2. SPMD Model

Parallel computing model SPMD (Single Process
- ATk .. Multiple Data) corresponded to classical paralhputers
average time to initialize communication yith shared memory (supercomputers, massive SMP)
(startup time) —t _ , which were primary focused on massive data paisitel
average time to transmit data unit (data word) yystration of this model is shown at Fig.4. Suein
Lo orientation  program assumes mostly following
decomposition models [1, 17]

e domain decomposition
3.1.1. PRAM Model *  manager / worker.

Model of parallel computer with shared memory PRAM
(Parallel Random Access Machine) was previously dse Contal
its high degree of universality and abstractnesRANR cortrolunt (ontrol processor
model still represents an idealized model, becéuisenot ( i

Instruction Instruction Loadingof  Execuionof  Store of

considering any delay. Although this approach has a bad  decoding operands | operaion | results

important role in the theoretical design and depelent of ' 1. ', '
parallel computers and parallel algorithms but feal Active 2 I

modeling it is necessary to complete it by modelihégpast e j
of communication delays. Typical PRAM model illugts o

Fig. 3. ' '

3.1. Communication Model with Shared Memory

Far program

Figure 4. SPMD model.

Instructions |

Tacts 3.3. Flexible Models
YY VY \d . N .

Camputing LJ Previous models were not sufficiently precise, bsea
nodes i increasing robustness of parallel computers calsserises
Data of communication overheads in parallel algorithnige
4 precise developed parallel computer representedstobss
by number of computing nodes with parameter p, aier

Shared memory every computing node was ready to work with n apagiel

processes. Parallel algorithm then consisted afiesszp of

Figure 3. PRAM model. defined parallel steps named as super steps, ichwhére

done needed local calculations followed by commation

In PRAM model computing nodes communicate Vigexchange of data messages. It is obvious that such
shared memory whereby every addressed place aogordimplemented parallel algorithm, in which numbersoper
PRAM model is available at the same time. Computingteps was small and independent of input load H#, bei
nodes are at their activities synchronized and conicate  effective in any parallel computer providing eféiot
via shared memory. For practical design of a palrall jmplementation just of communications procedures.
algorithm programmer specifies sequences of péaralle
operations using shared memory. In performing peral 3.3.1. Flexible GRAM Model
processes may come to long waiting delays which are Basic difference between fixed and flexible GRAM
increased proportionally to number of used parallemodel is in number of computing nodes (Processors),
processes [4]. These time delays is necessary welno which was considered with defined parameter p. Vere
analyze their behavior and make their real evajmati stage of communication phase computing node caard s

(removing of idealized PRAM model assumption). data messages with their variable length to itgyhimir
) o computing nodes. Communication prize could be also

3.1.1.1. Fixed Communication Model subject of modeling and included following parts

Fixed communication model GRAM (Graph Random .«  communication section to initialize communication
Access Machine) was one of the ways how to solve (Startup time)
problem of waiting delays in PRAM model using « own transmission part of communication defined as
distributed memory with precisely defined structarfeits number of transmitted considered data units
communication network in which symbol G determines (Words).

topology graph of used communication network [25$.
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3.3.2. BSP Model 3.3.2.1. Adjusted BSP Model

Communication model BSP (Bulk Synchronous Parallel) Further innovation of BSP model includes adjustrment
is a realistic alternative of PRAM model (Fig. ™Number PRAM and BSP models in such a way that modified ehod
of parallel super steps (input load n) was dividedp could be precisely characterize behavior of reahlped
computing processors. Updates of this communicatiooomputers. These innovations were based on follpwin
model have used instead of synchronization aftaryev e  parallel algorithm is performed in sequence of

performed instruction only synchronization at thed eof phases. There were following three types of phases
performed partial computation referred as supgr. Seper and that namely
step consisted from defined number of instructifimdk). - parallelization overheads T(S o)
Each super step consisted of three following phases - own parallel computing T(s, @)
e own partial computation - interaction of computing nodes T(S, infkct
e global communications of processors (communication, synchronization).
*  Dbarrier synchronization. » for given computation phase were determinate input
At super step used processors are performing their load with parameters that indicate average value
instructions asynchronously, whereby all read dj@na of of performed operationg(p)
collective memory of every processor were performed ¢  different interaction imposes different execution
before performing the first write operation to sddhr times. Execution time could be computed according
memory. Existing delays of parallel algorithm welefined following relation
as follows
e parallel computation time were given by the Titeract (M P) =ts(p) + m =t,(p)+mt(p).
maximum number of computation cycles w f(p)

e synchronization delay has its lower bound as the
waiting time for transmission of minimal
communication data messages throug
communications network b

* * communication delay was given as the producg 322 CGM (Coarse Grained Multicomputer) Model

g.-h cycles, where parameter g characterizes This model is based on BSP model and is represényted
throughput of communication network. Parameter tb processors whereby each of them with O(n / phlloc
spec_ified number of cycles for communication Ofmemories for which every super step has h = O() / p
maximal data message at super step. To avoghmmunication cycles. The aim is to concentrate aon
conflicts due to asynchronous communicatioryroposal with fewer super steps in order to achieigber
network activities, send data message in stage Ryffectiveness of developed parallel algorithms. Tdheal
some  processor is not dependent on receivegation means to perform constant number of sspeps
messages in the same phase of communication s it was done in developed parallel algorithmsating,

*  execution time for one super step is then given agage processing, optimization problems etc.
the sum of the partly considered sub delays ard tha

w+g.h+1 3.3.2.3. Log P Model
BSP model does not exclude overlapping of individua Log P model is based on BSP model and focuses on a
super step activities. In the case of overlappihdefined looser  bound  parallel ~ computer  architectures
actions execution time of super step were givemas (w, (Asynchronous parallel computers).The emphasisnisao
g.h, I). parallel computer with distributed memory with paeders
according Fig. 6 where
Paallel processes « L: time for communication initialization (Startup
time)

* 0o: overflow due to communication activities. It is
defined as the time interval during which
computing node performs only control of
performed communication

In this relationship m indicates data message leingt
ytes, §(p) is communication start up time andor(p) is
andwidth limit of used communication channels.

P arallel com puting

Max of e Qg:gap between two consecutive transmitted data
sert of received . . . .
| v messages. It is defined as the inversion of
Comm unication bandwidth of the communication control processor

e p: number of computing nodes of parallel computer.

b
|

Banier

Figure 5. BSP model.
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P, 4 > Figure 7. Communication in Ethernet network.
Py . 5 ﬂmEF Typical communication network in NOW is based on
“ P Ethernet network. The communication principles st

network are illustrated at Fig. 7 wherg, P, ... R4, By

could by common powerful single workstations or SMP
In this model they are considered the resources tivéir  parallel computers. Generally implementing compoite

limited capacity. Consequently then only L / g datanodel MPMD brings different overhead delays aswio8

messages can be at a given time in communicatitwonle *  parallelization of complex problem

Price for basic communication data block betweeo tw ¢  synchronization of decomposed parallel processes

computing nodes is L + 2 o. If we require ¢ inter process communication (IPC) delay.

Figure 6. Log P model.

acknowledgement (ACK) then price is given as 2+.@ All these delays in parallel computers with distitéd
o ] o memory are reflected to communication complexityséd
3.4. Communication Modelswith Distributed Memory communication network.

3.4.1. Model MPMD R
Computational model MPMD (Multiple Process

Input load Fixed memory

Multiple Data) is associated with computer networks Memory model
mainly in asynchronous parallel computers. As nekwo Baunds
topologies in computer networks (LAN, WAN) there is
typically used following topological structure [6] Fixed tine model
* bus
¢ star Communication
. tree Fixed load maodel limits
* ring.
Suitable decomposition models are those which tend 0
functional parallelism, that mean to create of [alra Figure 8. Real communication models.
processes, which can then perform allocated pavarllel
algorithms on corresponding data. Typical decomjuosi  Real application models should take into account
models are as following [8] potential lack of limited communication channels at
* functional decomposition implementation of parallel algorithms (technical
* manager / server (Server / client, master / worker) communication limits) respectively other limitedqeéred
*  object oriented programming OOP. technical resources [19]. lllustration of resouteehnical
limits illustrates Fig. 8.
4. Complexity in Communication 4.1. Modeling of Communication Complexity
Networks

To model communication complexity in actual pafalle
Typical communication network using single sharedomputing is of high importance from these caue$ [

communication channel is illustrated at Fig. 7. Thain * it plays important role in achieving high
disadvantage of such communication network is #alser performance of all actual parallel computers (SMP,
communication among connected computer nodes. To Now, Grid)

analyze communication complexity we can apply aidy * to develop effective PA there is necessary to model
method of complexity theory. Then upper limit of and optimize inter process communications mainly
communication complexity at Ethernet is given agfor for parallel algorithms with distributed memory
supposed network connection according Fig. 7. [10].

Communication network with this communication Fig- 9 illustrates typical relation between padalle
complexity limits development of effective parallel COmMputation time T(s, pnp (Processing time) in parallel

algorithms using serial communications as in cage &omputing and communication latency T(S,cofth in
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parallel algorithms with intensive IPC communicato can characterized through two basic communication
parameters as follows

e communication parameteg tlefined as parameter
for initialization of communication step (startup
time)

e communication parameter, tas parameter for
transmission latency of considered data unit
(typically word).

Execution time lllustration of defined communication parametersats
Communication Fig. 10. These communication parametets tf, are

time constants for defined parallel computer [11]. Thine
communication latency T(S, §hm USINg communication
complexity Z(s, pbmm and the defined communication
parameters is given as follows

Mumber of process crs=
Figure 9. Relations among parts of parallel execution time. T (S, p)corrm:Z (S, p)corrm(ts +tw)
We can easily show that limit of processing times, T( The whole communication latency is given througlo tw

P)eomp With increasing number of computing nodes p goebasic following functions
to null using theory of complexity. Processing time <*  function f(t) which represents the whole number

complexity T(s, pbmp IS given through quotient of running of communication initializations for given parallel

time of the greatest parallel process PP (proaficts process

complexity Z, and a constant tas an average value of ¢  function f(t,) which correspondents to whole

performed computation operations) through numbersefi performed data unit transmission (usually time of
computation nodes of the given parallel computersesl word transmission for given parallel computer) in
on them we are able to derive for parallel compornatime given parallel process.

T(S, Plomp following relation

Tirme /
Z,.t
T(S, p)comp = pl;) .

) 2%

Supposing ideally parallelized problem (for example
matrix PA) and theoretical unlimited number of
computation nodes p mathematical limit of T(Sgf) is
given as

Z .t 1 2 3 4 5 5 oM
— i pp* ¢ _ essage length
TGP ooy = Ilmwoip =0

Figure 10. lllustration of communication parameters.

For effective parallel algorithms we are seeking tfee

g ’ ; ’ These two defined functions limit performance oédis
bottom part of whole execution time according Big.

parallel computer on defined NOW module of parallel

computer. Then using a superposition we can wite f

communication latency in NOW module T(s, p)comm. as
Inter process communication of parallel procestie€) follows

T(S, Plomm (cOmmunication latency) influences in a

decisive degree used decomposition model of PA. T(S P)eommow = f (t) + 1, (t,)

Obviously it is higher in parallel algorithms with . ) )

distributed memory PA, than in other ones. To model |ne most difficult but in practice a common exampfe

communication latency we have applied theory ofommunication complexity for massive and Grid (ratw

complexity to inter process communication T(SR) of of NQW networks) is network cpmr_nunication included
parallel processes in a similar way as in modelin&ross'ng through several communications networkegh

computation latency T(s, @), focusing to a number of which are interconqectgd by routers respectivelbe_lot
performed  communication  steps  (communicatioffONNecting communication elements (repeaters, sesic
complexity). Then communication complexity Z(Sc) bridges, gates etc.).In such case, pommunlcatlod\ome

is given through number of performed communicatiofiifoUgh number of control communications processors
steps (communication complexity) for usedcommumcatlon switches W_her(_eby in such trgnsmlssmn
decomposition model of given PA. Every communiaatio chain could_oc_cur communication networks Wlth reanot
step within parallel computer based on NOW modute Wdata transmission. Number of network crossings uino

4.2. Communication Latencies
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various communication networks is defined as nundfer communication overhead latencies h(s, p) were mpatraof
hops [21, 24]. derived relations for whole parallel execution tifgs, p).
To model communication latency we need to exterd thin this sense the dominated function in the refafar used
considered two communication functiongtJ, fo(t,) in  isoefficiency function w(s) of the parallel algdmibs is
NOW module by third function componeni(tf), which  complexity of performed massive computations TJgp
will determine potential multiple crossing used NOWSuch assumption has proved to be really true imgusi
modules of integrated parallel computer. This tliingction  classical parallel computers (supercomputers, vasMP,
is characterized through multiplying hops paramdter SIMD architectures etc.). Putting put on this agstiom to
among NOW modules (generally u NOW networks) andhe relation for asymptotic isoefficiency w(s) wet gv(s) as
average communication latency time of jumped NOWollows
modules with the same communication speed or acum
individual communication latencies for jumped NOW w(s) =max lT (S Peomp N (S p)J <T (S P)eomp
modules with their different communication speebleii in

general to the whole communication latency in Gsd In opposite at parallel algorithms for actually doamt
valid parallel computers based on NOW and Grid thereois f
. complex modeling necessary to analyze at least to
_ evaluate most important overheads from all existed
T(51 p)commGRID - 1:1 (ts) + f2 (tW)+Z:1: f3 (tS’tW7 Ih) overheads WhICh arg [8, 10]
* architecture of parallel computer T(Sxg)
In general communication latency timgtf t,, Iy) is . own computations T(S, @p
time to send data message with m words in one e communication latency T(S, @hm
communication step among integrated NOW modulek wit - start - up time §
I hops. The communication time for one communication - data unit transmission,ft
step is then given asgtt m t, I, t,, where the new - routing
parameters are . parallelization latency T(s, p)
o Ih is the number of network hOpS . Synchronization |atency T(S189')
. m is the number of transmitted data units (usually e waiting caused by limiting shared technical
words) resources T(s, p)wait (memory modules,
. t, is average communication time for one hop. communication channels etc.).

The new communication parameteyslt depend froma  All these named overhead latencies build in defiised
concrete architecture of Grid communication netwarnkl  efficiency function the whole overhead function,hg$. In
used routing algorithm. In [9] we have developedied general the influence of h(s, p) is necessary ke tato
models which could help to establish these paraméte account in complex performance modeling of parallel
dominant parallel computers. For the complex amayt algorithms or at least to evaluate their imporiadividual

modeling there is necessary to derive for giveralpgelr components. The defined overhead function h(s,spisi
algorithm or a group of similar algorithms (matparallel  follows

algorithms) needed communication functions and that
always individually for any decomposition stratedgypy h(s p)=Z(T(S, Parcns TS Ppar 1 T(S Poorn T (S p)wn)

known technical parameters (computational,

communication) of used parallel computer (classiQW, Overhead function T(s, g is projected into used

Grid). technical parameters t, t,, which are constants for given
parallel computer.

5. Communication Latencies of PA The second overhead function T(sp.pHepend from

chosen decomposition strategy and their conseqaemee

To this time known results in complexity modeling o projected so to computation part T(S,,R) as to
the in the world have used mainly classical parallecommunication part T(S, @hm
computers with shared memory (supercomputers) or The third overhead function T(s,sp)we can eliminate
massive multiprocessors with distributed memorychtin  through optimization of load balancing among indiial
most cases did not consider the influences of @ath in computing nodes of used parallel computer. For this
parallel computing (communication, synchronizationpurpose we would measure performance of individisad
parallelization, waiting etc.) supposing that theguld be computing nodes for given developed parallel atbari
lower in comparison to the latency of performed shas and then based on done measured results we arecable
parallel computations [22]. redistribute better given input load. These adésiwe can

In this sense analysis and modeling of complexity irepeat until we have optimal redistributed inputddlLoad
parallel algorithms (PA) are to be reduced to onlypalancing).
complexity analysis of own computations T(ssf) that In general possible nonlinear influence of overhead
mean that the function of all existed control andunction h(s, p) should be taken into account imptex
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performance modeling of parallel algorithms. Thew f 0<Y<1)
asymptotic isoefficiency analysis of complex penfiance * according to the Neumann [10] giving the values
analysis we should consider w(s) as follows with solution derivations (for examplg=u0 for Y =
0,0<X=<1,y=0forY=106X<1).
W(s):max{T (S Poomp: N(S p)J To model communication complexity we will represent

two dimensional grid of points with matrix in akestt form

, where the most important parts for dominant pelral that means for empty matrix. Then we are considetire
computers (NOW, Grid) in overhead function h(sap in  typical following n x m matrix

relation to done analysis of individual overheatbt&ies

the influence of communication latency of T(Sofh d11,d12, s A1n
Then the kernel of asymptotic analyze of h(s, p) is /a21,a22, ""32“\
analysis of communication latency T(s.cph including A= i o : i
projected consequences of used decomposition method T ’
general derived isoefficiency function w(s) coulédvh \ o ' /
Am1,Am2; =+»Amn

nonlinear character at gradually increasing numbér
computing nodes p. Analytical deriving of isoeféincy To reduce number of variables in deriving modeling
function w(s) including communication latency Tf8e.mm  process we will consider matrix with m = n (squaratrix).
allow us to predict PA performance of given patalleFor this purpose there are also following causes
algorithm so for real as for hypothetical paratlemputers. « we can transform any matrix n X m to n X n matrix
through expanding rows (if m < n) or columns (itm
6. Applied Modeling of Communication 3) . :
» derivation process will be the same only when
Latency considering the workload instead Sf(square matrix)
we should consider n x m (oblong matrix).
Communication model structure is involved in the
communication complexity of the parallel algorithie
would analyze the basic communication requirements
potential using of iterative method. Analysis viarative
methods is based on iterative computation of thes ne
iterative value of given internal point from fixedmber of
neighboring points according concrete iterativatiehship.
To compute each new value of one point of approteécha
network points they are setting to used iteratilation set
of specified number of neighboring point valuegrétion
step). In our case it could be derived to comphe riew
value X I, j on a two dimensional network of points
iterative relation where each new point value impated
as the arithmetic average of the four neighboriomts as

We will illustrate modeling process of communicatio
latency on approximation solution of steady statkition
@ (x, y) for points in the interior by the functian (x, y)
according Fig. 11. Given a two dimensional regiom a
values for points of the region boundaries, We darthis
by covering the region with a grid of points andotatain
the values of u (xy;) = u; of the area. Each inner point is
initialized to some initial value. Other stationarglues of
inner points will by computed applying iterative timeds.
In each iteration step, the new point value (newt) be
defined as average of previous (old) or a comionatf
previous and new set of values of neighboring point
Iterative computation ends either after performéeded
number of iterations or after reaching defined isien
acceptable difference E > 0 (epsilon value) forheaew

value. Epsilon accuracy is determined as desiréfereince follows

between the previous and the new point value. Xi 0= (Xig O+ Xiag, O+ X 00+ X109 14
AR R AR SR TR Iterative calculation according to the followingriative
Tressssrsessseserecssireeresananee : relationship and are repeated sequentially in éachtion
: ................................. : * boundary point Step, the new gain Values, jk): Xi’j(z)...etc., while the name
ceveeetrantraeereeeestsesseeseenst + interior point X;,{ determines the value at a given point; X - step.
¥eeassssesscesssssrarrresssesennes * Suppose applying decomposition models create pérall
eeseesescesnaesescennseacssannsns * processes for each point, respectively group aiftpais the
Fesessssoassnssscssssevenesnnrarnnes® two-dimensional network points.
Trosesssesssressssssnisesennaeneee? For iterative finite difference method a two dimens

ok SR R SRR SR sk Rk SR R kR SR R kR Rk kR sk ik ok

grid is repeatedly updated by replacing the valueach
point with some function of the values at a smalked

)}wmber of neighboring points. The common approxiomat
conditions as follows structure uses a four point stencil to update edement

e according to Dirichlet [10] giving the values of Xij (Fig. 12.).
given function analyzed function at both ends ef th
field (@tU=0forx=0,&Y<1,U=1forX=1,

Figure 11. Grid approximation of two dimensional region.

These limits of points that indicate the boundar
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Figure 12. Communication for 4 - point approximation.

The needed communication process is as follows
fort=0to t-1 do
begin
send X;“ to each neighbor;
receive X1;, X1, X129, Xi;+1.® from the neighbors;
compute x,ﬁ“” using the specified iteration relation foy; X
end;

6.1. Matrix Decomposition to Strips

Decomposition method to rows or columns (Strip® ar
algorithmic the same and for their practical usmagritical

Modeling of Communication Conxgtiein Parallel Computing

6.1.1. Matrix Decomposition to Blocks

For mapping matrix elements in blocks a inter pssce
communication is performed on the four neighboediges
of blocks, which it is necessary in computationwfleo
exchange. Every parallel process therefore sends fo
messages and in the same way they receive fouragess
at the end of every calculation step (Fig. 14.ysgng that
all needed data at every edge are sent as a pahyof
message).

F'y
v

Figure 14. Communication model for decomposition to blocks.

the way how are the matrix elements putting down to

matrix.

A

A 4

- 1>

Figure 13. Communication consequences for decomposition to strips
(rows).

In this way it is possible send very simple through than the

specification of the beginning address for a givew and
through a number of elements in row. Let for eveayallel
process (strips) two messages are send to neigigbori
processors and in the same way two messages &igaec
from neighboring processors (Fig. 13) supposing ithes
possible to transmit for example one row to onegags.
Communication time for a calculation step T(Seof) iS
then given as

Using these variables for the communication ovethea
in decomposition method to strips is correct

TSP oo =T (S P)eomms =D (s, p)=4(t; +nt,)

In this case a communication time for one calcafati
step does not depend on the number of used catirulat
processors.

Then the requested communication time for this
decomposition method is given as

n
T ’ commb =8 ts + tw
(s, p) ( N )

This equation is correct for p 9, because only under
this assumption it is possible to build at least @quare
because only then is possible to build one squiaxk with
for communication edges. Using these variables tifer
communication overheads in decomposition method to
blocks is correct

TP eomm =TS Ploomm =N 6,P)=8 (s +—=t,,)
° Jp

requested communication time for this
decomposition method is given as

T

C

n
omb — 8 (ts = tw)
" VP

Data exchange at all shared edges points for both
decomposition strategies (blocks, strips) illugsatig. 15.

1

Ly

MNode -1

(R
I

Comp. at
node |

Camp. at
node 1+1

MNode |

Comp. at
node i+1

Comp. at
node |

MNode i+1
e

Figure 15. Data exchange among processors.
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6.1.2. Optimization of Decomposition Model Selection based optical cables with+ 1100 ps,f = 1.1 ps and for
For comparison based on derived relations foarchitecture with Ethernet=t 1500 ps, = 5 ps) [8]. In

communication complexity decomposition method tosuch systems, the use of matrix decomposition ndetbo

blocks demands higher communication time astrips then more effectively.

decomposition to strips (more effective decompaositio

strips) 7. Measurement of Communication
8(t,+—t,) >4 (L, +nt,) Latency
Jp
For experimental measurements of PA delays we san u
or after adjusting for technical parameter t available services of used parallel development
environment (MPI services, Win API 32, Win API &4c¢.).
t,>n (1—i ), For example to measurement of execution time oflfmdr
\/B processes we have been used following functions 3¥in
. APl and Win API 64
or for second technical parametgas follows « Query Performance Counter which returns actual
2 value of counter
t,>nl-—=)t.. » Query Performance Frequency which defines cogntin
\/B frequency per second.

Values of both functions depend on used computdesio
Using of above measuring time functions we can inbta
execution times with high accuracy. For example for
common Intel Pentium processors or higher it i9080ms
which is sufficient for the time analysis of PA.

To measure communication latencies we can define
function to measure time between two points of qrened
parallel algorithm respectively parallel process.n A

© W= 2,4 us (NCUBE 2),' example of following pseudo code to measure time
For higher values &s at givens (ts,for t, = 0, 23 ps and between two points T1 and T2 is as follows

ts, for t, = 2, 4 us) from the appropriate curve line for n 1 time (&t1); [*start of time*/

256 is more effective decomposition method to strip T2: time (&12): J*stop time*/

Limited values in choice optimal decomposition &gy measured_ time = difftime (t2,t1); /*measured time
are at given n for higher valueg. tTherefore in general o415

decomposition to strips is more effective for highalues
of t..

This relation is valid under assumption that p, which
is real condition in developed iterative parall&jagithms
to build real square block. Fig. 16 illustrates icho
optimization of suitable decomposition method based
derived dependences to establishipgor n = 256 and
following values of },

e t,=230ns=0,23 us (NOW IBM SP-2)

printf (“Measured time = % 5.2 f ms", measured_{ime
lllustrated approach is for measurement of monitpri
times universal that is we can use it so for messents of
parallel algorithms as for measuring monitoring ryeads
5['5% EES — on - of parallel processes, or measuring delays whietygoical
- to establish technical parameters of parallel cdaensu

n=256

600
t

400 {—=<
/ 7.1. Communication Technical Parameters

300 % N

: - ts 7.1.1. Classic Parallel Computers

We have been derived relations to communication

100 comparisons of possible matrix decomposition modats

Lo—s—t—s—t— have been derived that decomposition model toss{ripws,

0 T columns) demands lower inter process communication
9 29 49 09 89 T0912014916918920822924925% delays than decomposition model to blocks with eespg
Figure 16. Optimization of decomposition method. derived condition that for blocks3®9, for communication

parameterstaccording following inequality
Threshold values to select the optimal model of matrix

decomposition strategy are for given n for largaelues of ty>nt, @- L)

ty greater. Then in generally decomposed into s{ripa's, \/F

columns) is more effective for higher values ofNOW,

Grid) and decomposition into blocks again for semall At this time at general conclusion that decompositi

values of § (classic massive SMP, supercomputers etc.jnodel to strips (Rows, columns) is advantageousifginer

Generally the times of, are significant higher for parallel Values of technical parametet, tthat using of this

computers as NOW and Grid. For example NOW for FDDflecomposition model is more effective. For appfieatrix

200 +
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parallel algorithms MPA from this is resulting altion of

n = p. In case of massive equations in which n > p
computing nodes will be repeatedly perform needed
algorithm activities for remaining n > p strips (g
columns). For example if we supposed for simpli¢hgt

the value of parameter n is divisible through partmn p
without rest, used computing nodes of parallel caters
will be repeatedly perform k times needed algorithm
activities till exhausting quotient value of k =pnfor both
complexities (computation, communication) it mean-k
multiplying factor of both mentioned complexities a

Modeling of Communication Conxgtiein Parallel Computing

7.00
[1s5.00
5.00
4.00
3.00
2.00
1.00
0.00

En=256

En=512

154

1,150

1,500

n=1024

t, [ps]

derived complexities for pre n = p. From this fads clear
that the base outgoing problem is
computational as communication complexity for gives
p. Setting previous equality to the relation fochmical

Figure 18. Optimization of decomposition methods for higher valuests.

to derive so

This inequality for $we are able modified for other input
parameter (f, n) and compute remaining parameter. For

parameter ¢t after needed performed adjustments we getxample after adjustment for value of parametés valid

finally following relation
ty >t,(n-2vn)

In Tab. 1 we have computed the valugdot known
values of communication parametg(, 15].

Table 1. Optimization of decomposition method for t..

t, < ts

Y n-2Jn

At Tab. 2 we have been computed the valygdot
known values of communication parametdirt 15].

Table 2. Optimization of decomposition method for t,.

T(S, Pkomm.— COMputed values

T(S, Plkomm.— COMputed values

ts

tw =256 o512 1004 [hs] n=256 (224)  n=512 (466,75) n=1024 (960)
[ns] tws [ps] tw [ps] tws [ps]
L1 [ns] ts2 [ns] tss [ns] 3 001339 0,0064 0,0031
0,063 14,11 29,40 60,48 35 0,01560 0,0750 0,0365
0,070 15,68 32,67 67,20 64 0,2857 0,1371 0,0666
57 7 e i 77 0,3437 0,1650 0,0802
82 0,3661 0,1757 0,0854
0,230 50,60 107,35 220,8 87 03884 01864 0.0906
0,440 97,68 205,37 4224 154 0,6875 0,3299 0,1604
0,540 119,88 252,04 518,4 1150 5,1339 2,4638 1,1979
L e _ 1056 1500 6,6964 3,2137 1,5625
2,400 532,80 10722 2304 Limiting values for optimal selection of decompasit
5,000 1 110,00 2233,7 4800 strategy will be at given n for higher values qf dlso

Graphical illustrations of optimal decompositionagegy
for computed values in Tab. 1 are illustrated drBig. 17
(smaller values of}and Fig. 18 (higher values qf.t

Figure 17. Optimization of decomposition methods for smaller values of ts.

higher. Then decomposition model to strips will tnere
effective for higher values ofgt(NOW, Grid) and
decomposition models to blocks for lower values,.of

7.2. NOW Parallel Computer

040 For analyzed decomposition models we are going to
[ue]0.35 En=256 analyze generally their communication complexity.
0.30 1 Communication  function T(s, g for given
0.25 1 mn=512 decomposition strategy is principally defined in WQvith
0.20 - defined two communications parameters and that yame
0.15 - n=102 » communication latency due to parameger t
0.10 - 4 » communication latency due to paramejer t
005 - N Typical architecture of communication network used
000 - NOW in our country (Slovakia) is still Ethernet. é&'h
3 35 64 77 82 87 bottleneck of this communication network is in #srial
t, [us] communication performing multiply point to point

communications and this communication characteraiesn
unchanged also at collective communication mechartist
collective command Broadcast. We will thereforelast® in
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an analytical way relations of all MPI collective
communication commands in Ethernet. There is plessib
evaluate it also for other concrete communicatietwark
architectures.

7.2.1. Evaluation of Collective Communication
Mechanisms
For the following typical MPI
following relationships
« MPI command of data dispersion
MPI command Broadcast
MPI command Scatter
MPI command of data collection
MPI command Gather
MPI command All gather

MPI command Reduce.

7.2.2. Collective Communication Mechanism Type
Broadcast
Collective communication mechanism Broadcast is th
only collective communication mechanism that can
effective also in Ethernet communications netwankthis
case of transmission of one of the same data Byite(
word) to all other p computing nodes (Processarsgims

of Ethernet network. Communication complexity T(s, > F 4 "
fdesign alternatives [26, 30]. At the productiongsta

P)ecomm Of this command is O(1) respectively using o
established communication parametgrg, tas

T(S, p)corrrrbr = ts +tw

Communications 26{3-1): 29-42 41

concrete values and thatt1100 ps and,t= 1,1 ps and for
Ethernet communication network are these parametens
higher and thatst= 1500 pus awt= 5 ps. The realized
measurements in our home conditions (DTI Dubnicd an
University of Zilina, Slovakia) of these communicait
parameters on an unloaded Ethernet network wergehig
than previous specified values. Causes for thetantial

, communication yitferences are mainly the following
mechanisms on the Ethernet network are valid the ,

built sophisticated technical support to datacklo
transmission based on direct memory access (DMA)
for collective communication mechanisms

multiple transmission channels based on multestag
structure of communication network

high speed communication network switches named
as HPS (High Performance Switch)
used high speed communications
Infiniband, Quadrics and Myrinet [34].

network as

8. Conclusions
e

be Modeling of communication latency as a disciplires h

repeatedly proved to be critical for design andceasful
use of parallel computers and parallel algorithots At the
early stage of design, communication models candss
to project the system performance, scalability enaluate

communication evaluation methodologies can be used
detect bottlenecks and subsequently suggests ways t
alleviate them. Analytical methods (order analygisguing
theory systems), simulation, experimental measunésne

To transmit data units various m always only oneand hybrid modeling methods could be successfudigdu

processor (Point to point) computational complexisy
given as O(m), respectively supporting communicatio
parameters established by the following formula

T(S, p) commbr — M (ts + tw)

For transmission of different data unit's m-1 reniag
processor computational complexity is given by O(p)
respectively with the support of established comication
parameters as

p-1
T(S, p) commbr = Z m(ts + tw)
i=1

for the evaluation of system and its components[igh
23]. Via the extended form of theory of complexity
modeling of communication latency we are able to
predicate communication latency behavior also iheot
applied parallel algorithms than analyzed matrix
decomposition models.

This paper continues in applying complex analytical
modeling of PA including modeling communication
complexity and latency too [12, 13]. To presentduse
modeling concepts of communication complexity weeha
chosen abstract matrix with its possible decompuosit
models (rows or columns, blocks). Based on these
decomposition models we have described communitatio
complexity via deriving analytical relations inclad their

The same communication delays are for any oth&omparisons and optimization. The both considered

collective communication mechanisms of Etherne
communication network. Communication complexity ,T(s
P)ecommeticOMmMon relationship will be determined as

p-1
T(S, Poommen = Y Mts +t,) = (=D m (¢, +t,,)
i=1

In general the value of the parametgrig highly
significant for asynchronous parallel computers N@iid
Grid. For example for parallel computer NOW based o
fiber optic cable these communication parameterge ha

bnalyzed examples we have been evaluated so osicclas
supercomputers (hypercube, mesh, torus) as on ligctua
dominant parallel computers NOW and Grid. It is iolog
that in some cases using of network of workstation
(NOW) or its higher integration parallel computermed
as Grid (integrated network of NOW networks) coblel
less effective than on innovated classic massivallph
computers but NOW and Grid belong to more flexibiel
perspective parallel computers also for the futume.
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