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Abstract: The traditional expert-based instrumental music evaluation strategy can’t meet the requirements of the rapidly 

accumulated audio data. The traditional strategy not only takes a high cost of human’s energy and time but also may have some 

problems on consistency and fairness of judgment. This paper aims at designing a complete recognition and evaluation strategy 

to automatically identify the timber of wind instruments. We take the clarinet as example and propose a strategy based on 

multi-feature fusion and random forest. First, we use the identification of fundamental frequency algorithm to automatically 

distinguish the notes performed by the instruments. Second, we extract 3 types of features including MFCC, brightness and 

roughness to describe the instrumental signals. Then, considering two kinds of variants: note and tone quality, we design 5 

strategies to remove the influence of different notes in the evaluation of tone quality. By analyzing these strategies, we explore 

the optimal strategy for the recognition. The final evaluation results over 840 music slices demonstrate the effectiveness of this 

method. 
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1. Introduction 

With the rapid development of digital music processing 

and storage technologies, the audio data accumulate 

continuously. Many art colleges have amassed vast amount 

of instrumental music data. At present, the evaluation of 

instrumental music is generally based on experts. However, 

the expert-based evaluation strategy not only takes a high 

cost of human’s energy and time but also may have some 

problem on consistency and fairness of judgment. Hence, 

using information processing method to help evaluate the 

tone quality of instrumental music has great theoretical 

significance and practical values.  

Now, the research on instrumental analysis and application 

mainly focuses on the fields including instrument category 

recognition, musical information retrieval, computer-assisted 

music understanding and instrumental tone quality analysis [1]. 

It is hard to retrieve the common digital music contents 

because they contain huge amounts of time-series data which 

have no well-defined semantic and structural style [2]. Some 

recent researches introduced the indexing and retrieval of 

instrumental tone quality based on distance matching 

technology [3]. Some researchers studied more common 

chords music in the real music environment to extend the 

previous research on the evaluation of single channel tone 

quality. They extracted the tone quality features and employed 

new data mining algorithms to identify and retrieve the 

interesting objects in massive audio files [4]. Computer-aided 

music understanding mainly refers to using computer 

technology and other relevant information technologies to 
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analyze music structures and contents [5]. The work can make 

computers automatically analyze the music structures, and 

thereby reduces the burden on related experts. Computer-aided 

music understanding is mainly applied in inferring musical 

form, music genres, music styles and music types [6]. Guo et 

al. presented a new approach to the instrumental tone quality 

analysis that can evaluate the level of the performer by 

instrumental tone quality recognition [7]. 

This paper focuses on the analysis of tone quality of wind 

instruments, and evaluates the quality level of wind 

instruments through the recognition results of tone quality. We 

take clarinets as example and propose an identifying and 

evaluating method of tone quality based on multi-feature 

fusion. The proposed method includes 3 steps: 1) Note 

recognition. We first distinguish the notes performed by 

instruments based on the identification of fundamental 

frequency. 2) Multi-feature extraction. We extract 3 typical 

features including MFCC, roughness and brightness with 

good identifying and evaluating performance. 3) We use 

random forest algorithm to construct the basic classifier and 

then design 5 strategies, at last we analyze and evaluate these 

strategies. In summary, the main contribution of this paper is 

to propose an identifying and evaluating method of tone 

quality of wind instruments, analyze and compare 5 strategies, 

explore the influence on tone quality analysis raising by note 

difference from 5 types of strategies and give the optimal 

recognition strategy. At last, we do the experiment in the 

complete audio signals by using the optimal strategy. 

2. Methodology 

2.1. Scheme Description 

In this paper we choose clarinet as example and propose a 

scheme of instrument tone quality recognition shown in Fig. 1. 

 

Figure 1. Recognition strategy of instrumental tone quality. 

2.2. Note Recognition 

Given an audio fragment { | 1, 2, , }mX x m M= = ⋯ , 

where 
m

x  represents sampled point of the signal and M  is 

the length. Different notes can show different characteristics 

which may influence the analysis results of tone quality, 

hence the note should be recognized before tone quality 

evaluation. In general, a note is denoted by note name and 

octave. In this paper, we take 28 different notes covering 4 

octaves. Each octaves have 7 neighboring notes denoted by 

{ , # , # , , , , # }
i i i i i i i

c c d f g a a which correspond to 

{ , , , , , , }do re mi fa so la si  respectively, where the letters and 

character ' # ' represent note name, and the subscript 

{1, 2,3,4}i ∈  represents the index of octaves. 

 

Figure 2. Fundamental frequency of each note. The horizontal axis 

represents 28 different notes, the vertical axis represents the fundamental 

frequency, and the different colors indicate the different octaves. 

As shown in Fig. 2, different notes correspond to different 

fundamental frequency. We first use the method presented by 

Cheveigne et al. [8] to identify the fundamental frequency of 

notes, which is briefly described below: 

1) Computing cumulative mean normalized difference 

function 
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and searching for the values of τ  to make the value of Eq. (2) 

zero. 

2) Setting an absolute threshold and choosing the smallest 

value of τ that gives a minimum of 'd deeper than that 

threshold. 

3) Making parabolic interpolation. In the previous steps, if 

the period is not a multiple of the sampling period, the 

estimation may be incorrect by up to half the sampling period. 

Hence, this step is to reduce the estimation error by parabolic 

interpolation. 

4) Best local estimation. For each time index t, we search 

for a minimum of ' ( )d Tθ θ  for θ  within a small interval

max max[ / 2, / 2]t T t T− + , where Tθ  is the estimation at time 

θ  and is the largest expected period. Generally maxT =25ms. 

The fundamental frequency of the audio signal is the inverse 

of its estimated period T. 

We split the audio signal into multiple frames with the 

length of 882 points and the overlap of 50%. Every segment’s 

fundamental frequency is estimated. When the ratio of the 

estimated pitches of two adjacent segments is between 1/ 24
2

−  

and 1/ 24
2 , the two segments can be regarded as belonging to 

one note. 
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Generally, each note has three states: transient state, 

quasi-steady state and decay state. In our work, we only 

focus on the quasi-steady part because it is the most 

important component for tone quality evaluation and it 

excludes disturbances of transient state and decay state on 

feature extracting. To avoid the inaccuracy caused by 

transitional state between adjacent notes, we extract 80% in 

the middle of each note as the quasi-steady segment. As 

shown in Fig. 3, the segment between the two green dashed 

lines shows a complete note, and the segment between two 

red dashed lines denotes the quasi-steady state of this note.  

 

Figure 3. The quasi-steady state of a note. 

2.3. Feature Extraction 

The information in frequency domain of instrumental signal 

plays an important role in instrument tone quality analysis. 

This paper adopts 3 kinds of features to describe the 

instrumental signal, they are Mel-Frequency Cepstral 

Coefficients (MFCC), roughness and brightness. 

2.3.1. MFCC Feature 

In previous research of instrument type recognition, MFCC 

is a very typical feature, and it integrates the instrumental 

pronouncing mechanism and human auditory perception 

effectively [9]. Some research suggests that MFCC is one of 

the most outstanding property in the single-feature 

classification scheme [10]. Based on this intuition, we choose 

MCFF as features for the instrumental tone quality recognition. 

In this paper, we take 12 dimensional MFCC feature vector, 

which is denoted by MFCCF . 

2.3.2. Roughness Feature 

Roughness is mainly used to describe the harmonious 

degree of a sound segment [11]. When two acoustic sources 

are with unequal frequency, the harmonic sound will make 

people feel turbid and harsh, and this feeling calls inharmony. 

Roughness is one of the features that can evaluate the quality 

of musical instruments. It is calculated through the dissonance 

of every two harmonic components of sound. 

We apply Fourier transform to each note segment and extract 

the frequency and amplitude of each harmonic component and 

represent them by if  and iA  respectively. Then, we calculate 

the dissonance of every two harmonic components and sum 

them over all the component pairs follows: 

( )
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, and 11 2 2, , ,sb b s  are coefficients that can be 

determined by experience, 
*x  is the point in which the 

roughness achieve the maximum value. 

2.3.3. Brightness Feature 

Brightness is another important audio feature that denotes 

the percentage of energy of spectrum segment in which the 

frequency is higher than the cut-off frequency 
k

f  [12]. 
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where k  is the index of cut-off frequency. 

2.4. Recognition Scheme Based on Random Forest 

2.4.1. Random Forest 

Each audio sample can be represented by a feature vector X 

based on the aforementioned feature extraction. Our work 

uses random forest as the basic classifier. Random forest is a 

kind of combined classifier, which combines Bootstrap 

method and Classification And Regression Tree (CART) 

algorithm together and constructs an ensemble of decision tree 

classifier model [13]. The classifier can be denoted by 

( ) ( ) ( ){ }1 2, , Nh X h X h X… , and each component denotes a 

tree. The final classification result is determined by all of the 

decision trees in the ensemble. 

In the stage of constructing decision trees, we first create a 

new data set by extracting t  samples from training set using 

BootStrap method and selecting features f  from the feature 

vector randomly, and then use CART algorithm to build a 

decision tree. Finally, by repeating these processes N times, 

we can obtain an ensemble of N decision trees 

( ) ( ) ( ){ }1 2, , Nh X h X h X… . Fig. 4 shows an example of the 

achieved trees. 

 

(a) 1h  
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(b) 2h  

Figure 4. An example of random forest. 

In this figure, if  is the selected feature for the 

corresponding node and ia  is the threshold for if  in the 

classification. 

In the stage of classification, the category of each example 

is determined by voting of all the decision trees based on the 

following formula: 

,

1

1
n i

i

n

N
h

r

r

p

n h

m
c argmax I

N m=

  
 =  

  
  

∑         (5) 

where N  is the number of the decision trees, ( )I ⋅  is the 

indicator function, ,n ih r
m  is the result of category ir  predicted 

by the tree nh , 
nhm is the number of leaf nodes in the tree 

n
h . 

2.4.2. Recognition Strategy 

To recognize the level of tone quality, we focus on solving a 

classification problem and predicting that which category the 

audio signal is classified into. However, the variance of tones 

is raised not only by the tone quality, but also by the variance 

of notes. Moreover, the latter may lead to larger difference 

between two tone examples than the former in many cases. 

The difference among notes mainly reflects in the octave and 

note name. To analyze how the notes effect the results and 

achieve the evaluation results independent of the notes, we 

present and compare the following 5 different strategies. 1) 

All-notes classification strategy (AN): To build a single 

classification model over the whole examples of different tone 

quality and different notes. 2) Single-note strategy (SN): To 

build multiple classification models, each corresponding to 

the examples of the same note. 3) Equal-octave strategy (EO): 

To build multiple classification models, each corresponding to 

the examples of 7 notes in the same octave. 4) Homonymic- 

note strategy (HN): To build multiple classification models, 

each corresponding to the examples of the notes with the same 

note name. For example, 
1 2 3 4

{ , , , }c c c c  are the homonymic 

notes and there is an octave between two neighboring notes. 5) 

Mixture-note strategy (MN): To build multiple classification 

models, each corresponding to the examples of the 

combination of some notes, for example { , # ,}
i i

c c , 

{ # , }
i i

d f , { , , # }
i i i

g a a  are three sample groups to build the 

models. Fig. 5 shows the latter four strategies. 

 

(a) SN 

 

(b) EO 

 

(c) HN 

 

(d) MN 

Figure 5. The illustration of four classification strategies: (a) SN, (b) EO, (c) 

HN and (d) MN. Different shapes of points represent different note name and 

different colors represent different octave. Each cylinder represents a 

classifier, and each closed, dashed curve corresponds to a class, i.e., a level 

of tone quality. 
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In the practical environment, we first split a continuous 

music signal into multiple fragments by note recognition and 

each fragment corresponds to a note. Then we use above 

recognition algorithm to handle each fragment. Finally, we 

fuse the recognition result of each fragment to achieve the 

final result. Suppose the continuous audio signal 
l

s  can be 

split into k fragments denoted by 
1 2

{ , , , }
Kl l lx x x⋯ . Based on 

the recognition algorithm, we can get the recognition matrix 

[ ]
ki K C

P p ×= , where 
ki

p  denotes the probability of sample 

kl
x  belonging to class 

i
r : 

,

1

1
Pr( | ) n i

k

n

N
h

h

i

n

l

rm
Ir

N m
x

=

 
=  

 
 

∑           (6) 

Like formula (5), we adopt the voting strategy to get the 

final evaluation result for the continuous music signal based 

on the following form: 

1

* Pr( | )
ki

K

r l i

k

c argma x rx
=

 =  
 
∑          (7) 

Furthermore, the tone quality of an instrument generally 

does not just locate on the predefined discrete rank of quality. 

Therefore, we can evaluate the tone quality of an instrument 

with the continuous recognition result instead of discrete one 

shown in Eq. 7 by using the average value of a probability 

distribute overall the ranks. Given C ranks of tone quality 

named 21, , , Cr r r⋯  in order of increasing tone quality, the 

continuous recognition result can be achieved by: 

*

1 1

Pr(
1

| )
k

CK

co

k

l i

i

xc i r
K = =

= ⋅∑∑            (8) 

3. Experimental Result 

3.1. Dataset and Experiment Parameter Selection 

In this paper, we select 4 ranks of clarinets with different 

tone quality, and number them 1,2,3,4 in the order of 

increasing tone quality. 28 different notes in 4 neighboring 

octaves are performed, each note is repeated 30 times, and 

then 840 examples are obtained. According to the feature 

extraction method in 2.4, we extract features for each note 

sample. Then the dataset is split randomly into two sets, 70% 

is for training and the rest for test. In the experiment, we use 

100 decision trees to build the random forest classifier, in 

each tree we choose 5 features and the depth of 4. 

3.2. Experimental Result 

To evaluate the classification results, we use the correct 

classification rate defined as follows: 

CN
R

TN
=                   (9) 

where CN  is the number of examples that are correctly 

classified and TN  is the total number of the examples of 

one rank. 

Based on the method proposed above, we take 5 

classification strategy to recognize the tone quality of 

instruments. Table 1 shows the correct classification rate in 

each strategy. Rank1, Rank2, Rank3, Rank4 represent the 

correct classification rate in each corresponding level of tone 

quantity and AVGR represents the average rate of all level of 

tone quantity. 

Table 1. The correct classification rate of five strategy. 

 AN SN EO HN MN 

Rank1 76.91% 88.65% 76.06% 84.11% 79.80% 

Rank2 69.63% 80.56% 66.44% 78.62% 78.23% 

Rank3 69.21% 85.11% 70.99% 76.00% 73.33% 

Rank4 70.26% 82.67% 59.60% 72.11% 64.32% 

AVGR 71.64% 84.24% 71.30% 77.71% 73.61% 

From table 1 we can see that single-note strategy (SN) gets 

the best result. In this strategy, the difference among notes 

have been removed before the samples are used to build the 

model, and the classifier only needs to consider the difference 

of tone quality for one note. That is, each group of examples 

only include the examples with the same note, and then it has 

lower within-class divergence and higher between-class 

divergence. Therefore, the classifier can achieve better 

performance in the recognition of tone quality. Comparing 

equal-octave strategy (EO) to homonymic-note strategy (HN), 

we find that the latter strategy has higher accuracy rate. This 

result illustrates that the samples with same note name have 

lower within-class divergence. Mixture-note strategy (MN) 

combine the note name and the octave, so we can infer that the 

divergence of the samples is between EO and HN strategy. 

The table also shows that the result of mixture-note strategy is 

between that of equal-octave strategy and homonymic-note 

strategy. 

 

Figure 6. The evaluation result based on the continuous music. The 

horizontal axis represents the continuous result of the music signal. The 

black, blue, red and green part respectively denote four different ranks of 

clarinets in order of increasing tone quality. The center position of each rank 

is artificially located at 40,55,70,85 for an appropriate show. 
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We also evaluate the tone quality of four different rank of 

clarinets based on continuous music signal with Eq.8. Each 

music signal includes multiple different notes, and we fuse 

the evaluation for each notes together and achieve the final 

evaluation result of the instrument. The continuous evaluation 

result of each note is shown in Fig. 5. We notice that the all the 

classification results of different level of instruments 

distribute around the center of the corresponding category, 

and only a very low proportion of examples are misclassified 

into the other categories. 

4. Conclusions 

This paper presents an identifying and evaluating method 

of tone quality of wind instruments. In this method, we fuse 3 

kinds of effective features and use the random forest as the 

basic classification. To remove the influence of different 

notes in the evaluation of tone quality, we introduce 5 

recognition strategies and give the optimal classification 

strategy. The experimental result shows that our method can 

recognize the rank of wind instruments effectively. For future 

work, we will test the method on more wind instruments and 

try to explore more features to improve the accuracy. 
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